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1 problem 1
part &
py (n) = E[Y]
-
i=1
- S

butE[Xi]:1'P{Xi:1}+0'P{Xi:0}:p

py (n)

7

SO

I'll find now a general expressing for E [Y,,Y, ] that I need to use in this problem.
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m
Y,Y, = (ij
j=1

B

i=1

= X1+Xo+ -+ X)X+ X+ -+ Xy)

X1X1 + X1X2 + .. +X1Xn
XzXl + XZXZ + - +X2Xn
X3X1 + X3X2 + -+ X3Xn

+ + + +

Xon X1 + XnXo + -+ + XX,y

so, there are m rows, and n columns. also note that E [X;X;] = E [Xlz] =0-(1-p)+12-p=p

and since X1, X5, X3, - - - are all independent with each others. then E [Xin] = E[X;] E [Xj] =
pp=p
now, if m < n then there are m pairs of X;X; and there are (m - (n — 1)).

if n < m, then are n pairs of X;X; and there are (n-(m — 1)).

so, the general case is then

E[Y,,Y,]=min(m, n)(max (m, n) — 1)p+min(m, n)p?

ie. if

m<n=E[Y,,Y,]=m(n — 1)p+mp?
if

m>n=E[Y,,Y,]=n(m — 1)p+np?
when

m=n=E[Y,Y,]=E[Y2] =n(n — 1)p+np?
now,
oy (n) = E[Y7] - E*[Y,]
= n(n—1)p+np* - (np)’

SO

cr%(n) =n(n-1)p + np® — np?
=n(n-1)p+np®(1-n)
= (n—1) (np — np?)
= np(n—1)(1-p)
2



SO

o5 (n)=
np(n —
1)(1
-p)




Ky (m, n)

E [YuX;] = py (m) px (n)

min (m, n) (max (m, n) — 1) p + min (m, n) p*> — (mp) (np)

)
Ky (m, n) = min (m, n) (max (m, n) — 1) p + min (m, n) p* — mnp

ie.

m<n=Ky(mn)=m(n-1)p+mp*—mnp=mp(p-1)

n<m= Ky(mn)=n(m-1)p+np*—mnp=np(p—1)
)

Ky(m, n)=min(m, n)p(p — 1)
part ¢
o2 = E[A%] - E*[A]

= E [(Ym - Yn)z] ~ E? [Yin — Yl
= E[YZ+Y?-2Y,Y,| — (E[Ynl - E[Y,])°
= E|[Y2] + E|Y?] = 2E[YnYal — (E? [Yu] + E? [Y,] — 2E[Y] E[Ya])

= E|[Y2]| + E|Y?] - 2E[YnYa] — E*[V;n] — E?[Ys] + 2E [V ] E[Y,)]
= (E[YA] = E*[Ynl) + (E[Y?] = E®[Yal) — 2E[YmYu] + 2E [Yn] E[Y]

ayz (m) + 05 (n) — 2E Y Y] + 2E Y] E[Ya]
now, since X; are all independent with each others, then E[Y,,Y,] = E[Y,]E[Y,], only if
E[Xi] E[Xi] = E[XiXi]

for alli. E[X;] E [X;] = p? and E [X;X;] = p, so Yppa nd Y, are not independent with each others
even though X;, X; are. so the general expression becomes:

o:i =npn-1)(1-p)+mp(m—-1)(1—-p)—2 [min(m, n) (max (m, n) — 1) p + min (m, n)pz] +
2nmp?



SO

m<n=o2=np(n-1)1-p)+mp(m—-1)(1-p)-2[m(n—1)p+mp*| + 2nmp*
=n?(p=p*) +n(p* —p) +m* (p—p*) +m(p—p*) +2nm (p* - p)

and

n<m= aj:np(n—l)(l—p)+mp(m—1)(l—p)—2 [n(m—l)p+np2] + 2nmp?
=n*(p—p°) +n(p—p?) +m? (p—p?) + m(p® —p) +2nm (p* - p)

and

I can simplify this more by writing

y=p-p
SO
m<n= o =n’y —ny +ym® —ym+ 2ynm
and
n<m= o5 =yn’+yn+ym®+ym+2ynm
so, finally
m<n=c%=y(n* + m* + 2nm)-y(n + m)
and
n<m=0%=y(n* + m* + 2nm)+y(n + m)
where

Y=p-p




2 problem 2

Rx() = 550
SX (a)) = 5
SY (a)) = 5

Rxy () = 25()

Sxy (w) = 2
hi(n) = um+2)—-um-3)={1,1,0,1,1}
H, (]a)) — Sm(é;’)
Sln(z)
ho(n) = [2—|n|]hi(n) ={12 1}
H, (jo) = 2(1+cosw)
) = ("= (b
: _ 1-(3)* I S
H3 (]a)) - 1—2% cosw+(%)2 - %—cosw ~ 6—4cosw
Ru() = Rx(D)=hy(I)=hs(l)=h(=])=*h;(=I)
+
Ry (I) % hy (1) * h3 (1) * hy (=1) = h3 (=)
+
Rxy (1) = h3 (1) = h3 (1)
Su(w) = Sx(w)|H (jo)I* |Hs (jo)|?
+
Sy (o) |Hy (jo)|? |Hs (jo)|?
+
Sxy (@) |Hs (jo)|
_ c|sin(Go) 2| 2|2
- sin(%) 6—4cosw
+
S |2(1 + cos a))|2 |6—4iosw|2
+
2
2| e=re0va]
S0 . 2
SU (w) =5 Ssllrlll((é%w)) |6—4zosw|2 +5 |2 (l + cos a))lz |6—4iosw|2 +2 |6—4zoso)|2




SO

S (w) 9 57+80 cos(w)+20 cos(3w)+40 cos(2w)+10 cos(4w)
—2cos(2w)+12 cos(w)—11

3 problem 3

|l d
let the time average of X, be M , where

N
E Z 0<n<oo
n=1

the mean of M is the ensemble mean of process X, i.e.

E[#] = B[] = ux

so, if the variance of M is small, then we can say that the time average of R.P. X, converges to
the ensemble average of X,,. that is, we say that X, is ergodic in the mean.

so, the condition I need to look for is to see if the variance of M goes to zero as N goes very
large.

ie. if

lim 62 — 0
N /oo

then X, is ergodic in the mean.
since M is a random variable, the convergence above is in the mean square sense.

Now, I find expression to this condition:

[ ~ ~112
ot = ez [
M L

but

=)

|
=

I
Z
M=
ke




but

Z—
M=
2
Il

X+ X+ X5+ +Xn+ (N px — N - py))

= (X —px) + 0 = px) + -+ + Xy = px) + (N - px))

= (X = px) + (Xo = px) + - -+ (Xn = px)) + pix

N

& 2 Xn = pix | + pix
n=1

so, substitute the above in equation (2) we get:

N N
M-pux = (%an—ﬂx) +ﬂx-ﬂx=%2xn—ﬂx
n=1 n=1

SO

n=1
N 2
= wE||22%n — ix
n=1

= & > E[(Xn - ) (X, — ) ]

nl,n2:1

since M.S. limit and E [-] operator can commute. so:

since the process is stationary.



so my condition can be stated as

1 N
lim 62 = lim — > Kx(ny—ns) — 0
N-—>00 M N-—>00 Nzr;:l X( 1 2)

n2=1

so, if the above goes to zero in the limit as indicated, then one can say that X, is M.S. ergodic
in the mean.

This in addition to the condition stated above, that

:E[Xn]

E[]VI] EE[%Z =1Vx,

n

To simplify the condition in equation (3) above:

I need to find the sum iKX [n1 — ny]

et
fix n; = 1,then partial sum = Kx[1 - 1] + Kx[2 - 1]+ Kx [3 - 1]+ - - + Kx [N — 1]
fix n, = 2,then partial sum = Kx[1 — 2] + Kx[2 - 2] + Kx [3 - 2] + - - + Kx [N — 2]

fix n, = 3,then partial sum = Kx[1 - 3]+ Kx[2 -3]+ Kx[3—-3]+ -+ Kx [N — 3]

fix n, = N,then partial sum = Kx[1 - N]+ Kx[2 - N]+ Kx[3—-N]+---+Kx [N — N]
so, the above total sum is

(Kx[0] + Kx[1] + Kx [2] + - - - + Kx [N — 1])+(Kx[-1] + Kx[0] + Kx [1] + - - - + Kx [N = 2])+
..(Kx[1=-N]+Kx[2-N]+Kx[3-N]+---+Kx|[0])

N
so > Kx[n—ny] = N - Kx[0] + (N —1)(Kx [1] + Kx [-1]) + (N - 2) (Kx [-2] + Kx [2]) +
Yll:l
n2=1

(N =3)(Kx [-3]+Kx [3]) + - - - + () (Kx [-(N - D] + Kx [N - 1])

w0 1 Y 1 Y |n|
F%Kx [ny —nz] = Nn:Z—N (1 - W) Kx [n]

4 problem 4

part 3

X (t), for t > 0, takes in 2 values, {1, -1}, so



EX(®)]=@1-P{X(#) =1} +(-1) - P{X () = -1}) = P{X(¢) = 1} - P{X () = -1}

but
P{X()=1) = P {(—1)N<f> — 1}

but P {(—1)N ) = 1} is the same as the probability that N (¢) takes in even values, because when
N (t) takes in even values, then (—1) ) will have value of 1.
so,P {(—1)N(t) = 1} = P{N (t) = even values}

but the probability that N () takes in even values=P {N (t) = 2}+P{N (t) = 4}+P {N (t) = 6}+
- - - This is because since the times of arrivals are independent from each others in a poisson
process.

then P {(—1)N<t> - 1} = P{N (t) = even values} = P, (2) + P, (4) + P, (6) + - - - = ﬁo P, (2n)

Similarly,
P{X(t) = -1} = p{(—1)N<f>:—1}

again, similar to above argument, P {(—1)N ® = —1} is the same as the probability that N ()

N(t)

takes in odd values, because when N (t) takes in odd values, then (—1)"""’ will have value of

-1
so P {(—1)N(t) = 1} = P {N (t) = odd values}

but the probability that N (¢) takesin odd values=P {N (t) = 1}+P {N (t) = 3}+P{N (t) = 5} +

then P {(—1)N(t) = 1} = P{N (t) = odd values} = P; (1)+P; (3)+P; (5)+--- = %4 = 1°P;(2n — 1)

so, substituting in equation 1 above, we see

E[X()] =P{X(t)=1} -P{X()=-1} =3 P (2n) = > P (2n - 1) (1)
n=0 n=1

but

S Pi(2n) = P(0)+P(2)+Pi(4)+---
n=0

_ e M 4 (Ar)* P~

nt _
0‘ 2' +&eﬂt+...

4!

_ e_At(%L!f’Jr(Azr!)ZJr%J,...)

e M cosh At
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and

8

P,()+P,(3)+P(5)+---

Pt(Zn—l)
1

3
1l

B O S R 013 gy VR 1) g
= Tpe o toyren e A

ZKM%+%+%+»

= e Mginh At

so, equation 2 above becomes

px(®) = T Pem- 3 Pien-1)

= e Mcosh At — e~ sinh At

e~ (cosh At — sinh At) (3)

now, e * = coshx — sinh x so let y = —At so

e M = coshAt — sinh At

we see immediately that equation (3) becomes

px(t)=eMeHM=e2M t>0

part b

first,let t; —t, = 7 > 0. now

Rx (t1,t2) E[X (t) X (t2)]

= () -P{X(t1) =1,X(t;) =1}
+(=1)-P{X(t1) = -1,X(t;) = 1}
+(=1)-P{X (1) = 1,X(t) = -1}
+(P{X(t) =-1,X () = —1} (5)

11



now,using the relation that P {A | B} = %, then

P{X(t1) = 1,X () = 1}

P{X(t1) =1]X () =1} - P{X(2) = 1}

PDN®) = 1] (1M = 1f - p{(-0)M®) = 1

P{N (t;) = even | N (t;) = even} - P{N (t;) = even}

now,when X (t;) = 1,then for X (¢;) to have value of 1, means that even number of points are
between t,and t;, where the point, is the point of time when X(t) switches between 1,-1.

so P{X (t;) = 1| X (t;) = 1} = P {there is even number of points between t,and t; }

But from part a, we find that P {there is even number of points between 0 and ¢} =probability
that X (t) takes in a value of 1 at time ¢.

this means that probability that X () takes in a value of 1 at time ¢ is the same as talking about
the probability that there are even number of points between 0 and ¢.

so, now I can say that P {there is even number of points between 0 and t} = > P;(2n) =
n=0
e~ cosh At

when t; — t; = 7 > 0, I can write the above by replacing t with 7 as
o

P {there is even number of points between t; and t,} = X Py, (2n) = e~ cosh At
n=0

in other words,
P{X(t))=1]|X(t) =1} = e " cosh At

and , from part a, we know that

P{X (t;) = 1} = P {there is even number of points between 0 and t,} = e~ cosh At,

P{X () = 1} = e *2 cosh At,

so, substitute the above 2 relations in equation (6) gives:

P{X(t;) = 1,X (t;) = 1} = e” At cosh At e”At; cosh At, (7)

similarly,
P{X () =-1,X () =1} = P{X (1)) = -1[ X () = 1} - P{X (t2) = 1}
but again P {X (t;) = —1 | X (t,) = 1} = P {there is odd number of points between t; and t,}

but P {there is odd number of points between 0 and ¢} = %o] P, (2n—1) = e *sinh At
n=1

12

(6)



so this means that the P {there is odd number of points between t; and t;}= %o] P, (2n-1) =

e sinh At "

and P{X (t;) = 1} = P {there is even number of points between 0 and t,} = § P, (2n) =

e M2 )ty "

s,

P{X(t) =-1,X(t;) =1} = P{N (t;) = odd | N (t;) = even}-P {N (t;) = even} = e~ sinh Are *% cosh At,

i.e.

P{X (t;) = -1,X (t;) = 1} = e”Ar sinh Are” At, cosh At, (8)

similarly, i find

P{X (t;) =1,X(t;) = =1} = e Ar sinh Are” At; sinh At (9)

and finally

P{X(t;) = -1,X (t;) = =1} = e~ At cosh Atre™ At sinh At, (10)

so, from equation (5), substitute in it equations 7,8,9,10, I get
Rx (t1,t2) = e coshAr e 2 cosh Aty
—e~* sinh Are~*%2 cosh At,
—e~ sinh Are %2 sinh At,

+e7 cosh Ate 2 sinh At,
SO,
Rx (t1, ) = e *"e M2 (cosh A7 cosh At, — sinh At cosh Aty — sinh A7 sinh A#; + cosh Az sinh At,)
= e *e 2 (cosh At (cosh Aty + sinh At;) — sinh A7 (cosh At, + sinh At;)) (11)

but,
e* = coshx + sinh x

e ™ = coshx — sinhx

so, equation (11) becomes

Rx (t1, ) = e A (cosh/lr (e’“z) —sinh At (e’“z)) = ¢ (cosh A7 — sinh A7) = e *e ™" = 7247

13



ie.forty >t > 0,and 7 = t; — 1y,

Rx (t1, t2) = e”2A () — t3))

similarly, one can let t, > t; > 0,and 7 = ¢, — t; and that would lead to

Rx (t2,t1) = e”2A(t2 — t1))

so, from the above we see that

Rx(t1, ty)=€7 21 |t; — 13| t1,t2>0

14



since uy (t) is a function of ¢, then X (t) is a non-stationary process, so X (t) is M.S. continuous
at time t iff Ry (1, ;) is continuous at time t; = t, = t.

so Ry (t,1) = e 2=t =1

so X (t) is M.S. continuous|

R.P. X (t) has M.S. derivative at time ¢ iff Ry (¢, ;) has a second order mixed derivative when
tL =1t =t.

1.2 -
ﬁe At1—t2) ty > 1y

ORx (t1, t2) _ i (eZA(tl—tz)u (=(t - t) + e 2AMti—t2),, (t; — t2))

ot ot
_%e—ZA(tl—tz) H >t
and

1 2A(ti—t2) _ 1 2)(t1—t2)

e thy > 1 e thy > 1
ORx (t,t) 0 | * N e
ot 0t, Oty B
_ie—z/l(tl—tz) t > t _ﬁez/l(tl—tz) t > b

at the line t; = t, ,i.e. 7 = 0 we get

O*Rx(t,l2) _ 1
0t10ty T 422

T L I
f{% 422) |\ 4x2

so, the limit exist,| so X (t) is M.S. diferetiable.

SO

5 problem 5

X (t) uncorrelated means Ry (t1, ;) = 0 for t; # t5, in other words, Rx (r) = 0 for 7 # 0.

also note that X (¢) and N (t) are orthogonal since they are uncorrelated with zero-mean.

Kx (t1,t2) = 05 (1) 8(t1 — 1) = eIl St — 1)
so, since X (t) is a zero-mean process, then

Rx (t1, t2) = eV § (8, — 1)
15



let
h(t) = hy(t) = h2 (1)

where L; means the time variable of the operator L is t;, and L* is the adjoint operator whose
impulse response is h* (t, 7).

h(t)

hy (¢) * hy (1)

H(w) = Hi(o) H(0)

— 1 2
T ltjw 24+jw
2 2

1Hjo  24jw

h(t)

1l
~
i
——
—_
¢,‘m
1)
|
[\)
¢.‘m
S
s

SO

h(t)=2(e"t — e~2t)u(t)

SO

Rxy (1, t2) L3 {Rx (t1, t2)}

= f h* (@) Rx (t1;t, — ) da

[e9)

= f 2(e™ — e ) y(a)e 1l §(t; = (t, — @) da

—00

Il
o—3

2 (e —e ) g7l §(t; - (t, — @) da

whent; —a =t = a =1, —t; >0 then the above integral has a value of

Rxy (tl, t2) =2 (e—(fz—tl) _ e—z(tz—tl)) e—|t1|u (tz _ tl)

or

RxY(t1, to)=2(e™ (tz — t1) —e"2(ty — t1))e” |t1| u(tz —t1)

now, I find R,yy due to contribution from Ryy and find R,yy due to contribution from Ryy and
add them to get final Ryy = R,yy + R,yy (since N L X)

now, Find contribution due to Rxy

16



R yy (t1,t2) Li {Rxy (t1, t2)}

= f h(a)Rxy (t1 — a;t2) da

= [2(e“-e) u(a) [2 (e—(tz—(fl—fl)) _ e—Z(tz—(fl—a))) eIy (¢, — (1, - a))] da

the above integral is exist only for a > 0, else it is zero , so

Ryy(tnt) = [2(e®—e ) [2 (e—(fz—(tl—a)) _ e—zm—(tl—a») elh=aly (5, — (1 — a))] da

o—3

now,whent, —(t;—a)>0=>bh-th+a>0=>a>H -t >0=t -1t >0
sou(t; —(t —a) = u(ty —tz)

then

Ryy (t1,t2) =

o—3

2 (e_a — 6—20{) [2 (e_(tZ_(tl_a)) — e_z(tz_(tl_a))) e_|tl_a|u (tl — tz) da (2)

now
el = ey (2t + @) + e U (1 — @)

so if #; < 0 then, since a > 0 then

[oe)
J eIy = | e~y
0

and, when t; > 0

e 51 o)
Je"tl_“lda = Je‘““da + J‘etl_“da
0 0 t

so , equation (1) can be written in 2 parts as

when t; < t; and t; < 0 then

R yy (t1, t2)

I
o3

2 (e — e72%) [2 (e—(tz—m—a»_e—z(tz—(tl—a») etl—a] da

1 1
R yy (t1,t2) s€’ty — ty-3e’t — 2t

17



when t, < t; and #; > 0 then

t
Ryy(tt) = le (e — e72%) [2 (e—(tz_(tl—a)) _ e—Z(tz—(tl—(x))) e—t1+a] da
0

[ 2 (e - e2) [2 (e—(tz—(fl—a)) _ e—z(tz—(tl—a))) etl—a] dat (3)

3]

= —ge'tl — Iy+e 1] — 2th+e 1 — tz—%e'Ztl - 2t2+2e't2-§e'2t2 + 1

so, combine the above 2 expression in boxes, we get for when t; < t;

Ryy (t1,t2) = (%ezh_tz - %63“_%) u(—ty)

_8 —ti—t —t1—2t —t1—t, _ 8 —2t;—2t —ty _ 2 _,-2t+h
+(—3e +e +e e + 2e Ze ) u(ty)

part b

For white noise,
SN (a)) = O'i] =5

SO
10

2+jw:2+ja)

SNy () = Sy (0) Hy (jw) = 5

SO
Ry (1) = 10 F {Sny (0)} = 107> u(r)

or we can write this by saying 7 = t; — t, then

RnY(t; — t2)=10e72 (t; — t2)u(t; — t2)

Now,
S,yy (@) = Sx (@) |Hz (jo)|”

but

H, (jo) = —

2 2 +jw
SO .
ENVER

|H; (jo) PP

SO
4
S,yy (w) = 54 P



SO
Rzyy(’[) = 56_2|T|

so, for t; > t, then, combine all results from part a and part b to get

Ryy (t1,t2) = R,yy(t1,t2) + R,yy (1, t2)
= (36" = 27 ) u(=t)u(t — 1)

+(—Setit 4 g7 g gl — Bom2im2 4 el — 2722t ) 4 (1) (ty — 1p)

+56_2|t1_t2|
6 problem 6
since

Kx (t1, t2) = Rx (t1, t2) — pxpy

then

Rx (t1, t3) = 25¢7Ih7tl 4 36

Rx(t=t—t) = 25¢7171+36

oX (t) is strict sense stationary:

since the auto correlation function Ry (¢, t) is a function of (t; — ;) and since the mean is
constant, then X (t) is a WSS process. However to decide if it is SSS process, I need to determine

if X (t + T) has the same density function as X (¢) for any order. This I dont know from given
information. so X (#) is not SSS processs based on what is given|

oX (1) has total average power DC of 36 watt:

19



find the power spectral:

Sx (w) T Rx (1) e Jotdr

= | (256_|T| + 36) e T dr

= 36 [ ed¥Tdr +25 [ elTlevior dr

—00 —00

36 - 2718 (w) + 50—

1+w?

so, let w = 0, total average DC power is 727 + 50 = 276.2 watt

so, [the statment that X (¢) has total average DC power of 36 watt is NOT true,

oX (1) is M.S. ergodic in the mean:

a stationary R.P. is M.S. ergodic in the mean iff

1
lim — J (1—%)1'()((7) dr — 0

. 2
Fourier transform for triangular pulse(l - %) is 2T (31;73}[;T) , using Parseval’s theorem

2T

0]%/1 = %_!T( —%) Kx (1) dr

2T

1 |7l -
5T I (1 - ﬁ) 25e Il dT
2T

_ 1 < sin2x fT 2 1
= ﬁ_LZT( 22 T ) 505 4f

_ ¢ sin2z fT 2 1
0] (20)

. s in27 fT) 2
limr ooy = 50 | limr pes (Snzln}[T ) ey
= 50 [0-df=0
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so0, X (t) is M.S. ergodic in the mean.

oX (t) has a periodic component:

A WSS process is a wide sense periodic if

px () = pux (t+T) Vt

and the auto-covariance Ky (t1, t;) is periodic.

the second condition above fails, so this is not a wide sense periodic function. This also Implies
it is not M.S. period since M.S. periodicity is stronger than WS periodicity.

However, the question asks if X (¢) has at least one component of the process is periodic, Not
if the process itself is periodic. It is possible that X (¢) has component that is periodic, but X (t)
not be periodic.

so I can’t for certinity say that X (¢) has or not a periodic component],

oX (t) has an AC power of 61 Watt:

1+w? 1+w?

totalpower=f Sx (w) dw = f 36278 (w)+50—— dw = 7271 +50 f L dw =727+501 =
1227 watt ) )

but the DC power was found to be (72 + 50)watt, so AC power=1227—(727 + 50) = 507—50 =
107.07 watt

so X (t) do NOT have an AC power of 61 Watt]

e X (t) has a variance of 25:

Variance :0)2( (t) = Kx (t,1) = K, (0) = 25¢° = 25

soX (1) has a variance of 25 is True]

7 problem 7

Ry (t) =3+ 2exp (—472)
|. d

the power spectral density Sx () is

o0

Sx (@) = F {Ry (1)} = J Ry (¢) exp(—jor) dr

—00
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SO

Sx (w) = T (3 + 2exp (—47?%) ) exp(—jor) dr

= J 3exp(—jor) dr + 2 f exp (—47?) exp(—jwr) dr

= 61 §(w)+ Vrexp (—‘f—;)

SO

Sx(w)=61 §(w)+\rexp (—“;—62)

Partb

total power = JSX (w) dw

—00

(o)

= f (671' 5 (w) + Vmexp (—‘f—;)) dow

—00

= Téﬂ' §(w) do + T \ exp (—j’—;) dw

= 6mr+4r

total power=107

now, power between \_/—% and % ,call it py , is given by

‘/_l;
p1 o= f Sx (w) dw
7 7 2
= f 6 8 (w) do + f \/Eexp(—‘f—é) do
= 6m+4r erf(ﬁ)

where
X

2
erf (x) = —J exp (—tz) dt
T Jo
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S0, erf(ﬁ) =erf(0.443) = 0.158

p1 =6 +47(0.158) = 20.84  Watt

so fraction to total power is

pi_ 20.83

=0.663 = | % 66.3

total power 107
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