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1 Problem 11.1

Chap. 11 Problems 867 

the stabilization of unstable systems, and the design of tracking systems. We also saw that 
feedback can destabilize, as well as stabilize, a system. 

In Section 11.3, we described the root-locus method for plotting the poles of the 
closed-loop system as a function of a gain parameter. Here, we found that the geometric 
evaluation of the phase of a rational Laplace transform or z-transform allowed us to gain 
a significant amount of insight into the properties of the root locus. These properties of­
ten permit us to obtain a reasonably accurate sketch of the root locus without performing 
complex calculations. 

In contrast to the root-locus method, the Nyquist criterion of Section 11.4 is a tech­
nique for determining the stability of a feedback system, again as a function of a variable 
gain, without obtaining a detailed description of the location of the closed-loop poles. The 
Nyquist criterion is applicable to nonrational system functions and thus can be used when 
all that is available are experimentally determined frequency responses. The same is true of 
the gain and phase margins described in Section 11.5. These quantities provide a measure 
of the margin of stability in a feedback system and therefore are of importance to design­
ers in that they allow them to determine how robust a feedback system is to discrepancies 
between estimates of the forward- and feedback-path system functions and their actual 
values. 

The first section of problems belongs to the basic category, and the answers are pro­
vided in the back of the book. The remaining three sections contain problems belonging 
to the basic, advanced, and extension categories, respectively. 

BASIC PROBLEMS WITH ANSWERS 

11.1. Consider the interconnection of discrete-time LTI systems shown in Figure P11.1. 
Express the overall system function for this interconnection in terms of H0(z), 
H1 (z), and G(z). 

H0(z) 

1 
x[n] 

+ 

I 
+ 

+ H1(z) + 
-

y[n] 

G(z) 

Figure P11.1 

Figure 1: Problem description

solution

Adding the following notations on the diagram to make it easy to do the computation

Figure 2: Annotations added

Therefore we see that

𝑌 (𝑧) = 𝑋 (𝑧)𝐻0 (𝑧) + 𝐸 (𝑧)𝐻1 (𝑧) (1)

So we just need to determine 𝐸 (𝑧). But 𝐸 (𝑧) = 𝑋 (𝑧)−𝐸 (𝑧)𝐻1 (𝑧) 𝐺 (𝑧). Hence 𝐸 (𝑧) (1 + 𝐻1 (𝑧) 𝐺 (𝑧)) =
𝑋 (𝑧) or

𝐸 (𝑧) =
𝑋 (𝑧)

1 + 𝐻1 (𝑧) 𝐺 (𝑧)
Substituting this into (1) gives

𝑌 (𝑧) = 𝑋 (𝑧)𝐻0 (𝑧) +
𝑋 (𝑧)

1 + 𝐻1 (𝑧) 𝐺 (𝑧)
𝐻1 (𝑧)

𝑌 (𝑧) = 𝑋 (𝑧) �𝐻0 (𝑧) +
𝐻1 (𝑧)

1 + 𝐻1 (𝑧) 𝐺 (𝑧)�

Hence
𝑌 (𝑧)
𝑋 (𝑧)

= 𝐻0 (𝑧) +
𝐻1 (𝑧)

1 + 𝐻1 (𝑧) 𝐺 (𝑧)
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2 Problem 11.2

868 Linear Feedback Systems Chap. 11 

11.2. Consider the interconnection of discrete-time LTI systems shown in Figure P11.2. 
Express the overall system function for this interconnection in terms of H 1 (s), 
H2(s), G1 (s), and G2(s). 

+ + 
x(t) + H2(s) + H1(s) y(t) 

- -

G1(s) 

G2(s) 

Figure P11.2 

11.3. Consider the continuous-time feedback system depicted in Figure 11.3(a) with 

1 
H(s) = s- 1 and G(s) = s- b. 

For what real values of b is the feedback system stable? 

11.4. A causal LTI system S with input x(t) and output y(t) is represented by the differ­
ential equation 

S is to be implemented using the feedback configuration of Figure 11.3(a) with 
H(s) = 1/(s + 1). Determine G(s). 

11.5. Consider the discrete-time feedback system depicted in Figure 11.3(b) with 

1 
H(z) = 1 - .!.z-1 

2 

and G(z) = 1- bz- 1
• 

For what real values of b is the feedback system stable? 

11.6. Consider the discrete-time feedback system depicted in Figure 11.3(b) with 
. -1 

H(z) = 1- z-N and 
z 

G(z) = 1- z-N· 

Is this system IIR or FIR? 

11.7. Suppose the closed-loop poles of a feedback system satisfy 

1 1 
(s + 2)(s + 3) K' 

Use the root-locus method to determine the values of K for which the feedback 
system is guaranteed to be stable. 

Figure 3: Problem description

solution

Adding the following notations on the diagram to make it easy to do the computation

Figure 4: Annotations added

Therefore we see that

𝐸 = 𝑋 − 𝐹𝐻1𝐺2 (1)

𝐹 = 𝐸𝐻2 − 𝐹𝐻1𝐺1 (2)

We have 2 equations with 2 unknowns 𝐸, 𝐹. Substituting first equation into the second gives

𝐹 = (𝑋 − 𝐹𝐻1𝐺2) 𝐻2 − 𝐹𝐻1𝐺1

𝐹 = 𝑋𝐻2 − 𝐹𝐻1𝐺2𝐻2 − 𝐹𝐻1𝐺1

𝐹 (1 + 𝐻1𝐺2𝐻2 + 𝐻1𝐺1) = 𝑋𝐻2

𝐹 =
𝑋𝐻2

1 + 𝐻1𝐺2𝐻2 + 𝐻1𝐺1
(3)

But
𝑌 (𝑧) = 𝐹 (𝑧)𝐻1 (𝑧)
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Hence using (3) into the above gives

𝑌 (𝑧) =
𝑋𝐻2

1 + 𝐻1𝐺2𝐻2 + 𝐻1𝐺1
𝐻1

𝑌 (𝑧)
𝑋 (𝑧)

=
𝐻2𝐻1

1 + 𝐻1𝐺2𝐻2 + 𝐻1𝐺1
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3 Problem 11.4

868 Linear Feedback Systems Chap. 11 

11.2. Consider the interconnection of discrete-time LTI systems shown in Figure P11.2. 
Express the overall system function for this interconnection in terms of H 1 (s), 
H2(s), G1 (s), and G2(s). 

+ + 
x(t) + H2(s) + H1(s) y(t) 

- -

G1(s) 

G2(s) 

Figure P11.2 

11.3. Consider the continuous-time feedback system depicted in Figure 11.3(a) with 

1 
H(s) = s- 1 and G(s) = s- b. 

For what real values of b is the feedback system stable? 

11.4. A causal LTI system S with input x(t) and output y(t) is represented by the differ­
ential equation 

S is to be implemented using the feedback configuration of Figure 11.3(a) with 
H(s) = 1/(s + 1). Determine G(s). 

11.5. Consider the discrete-time feedback system depicted in Figure 11.3(b) with 

1 
H(z) = 1 - .!.z-1 

2 

and G(z) = 1- bz- 1
• 

For what real values of b is the feedback system stable? 

11.6. Consider the discrete-time feedback system depicted in Figure 11.3(b) with 
. -1 

H(z) = 1- z-N and 
z 

G(z) = 1- z-N· 

Is this system IIR or FIR? 

11.7. Suppose the closed-loop poles of a feedback system satisfy 

1 1 
(s + 2)(s + 3) K' 

Use the root-locus method to determine the values of K for which the feedback 
system is guaranteed to be stable. 

Figure 5: Problem description

solution

Figure 11.3 a is the following

Sec. 11.1 Linear Feedback Systems 819 

will topple over. The problem of stabilizing the pendulum is one of designing a feedback 
system that will move the cart to keep the pendulum vertical. This example is examined 
in Problem 11.56. A third example, which again bears some similarity to the balancing of 
a broom, is the problem of controlling the trajectory of a rocket. In this case, much as the 
movement of the hand is used to compensate for disturbances in the position of the broom, 
the direction of the thrust of the rocket is used to correct for changes in aerodynamic forces 
and wind disturbances that would otherwise cause the rocket to deviate from its course. 
Again, feedback is important, because these forces and disturbances are never precisely 
known in advance. 

The preceding examples provide some indication of why feedback may be useful. 
In the next two sections we introduce the basic block diagrams and equations for linear 
feedback systems and discuss in more detail a number of applications of feedback and 
control, both in continuous time and in discrete time. We also point out how feedback can 
have harmful as well as useful effects. These examples of the uses and effects of feedback 
will give us some insight into how changes in the parameters in a feedback control system 
lead to changes in the behavior of the system. Understanding this relationship is essential in 
designing feedback systems that have certain desirable characteristics. With this material 
as background, we will then develop, in the remaining sections of the chapter, several 
specific techniques that are of significant value in the analysis and design of continuous­
time and discrete-time feedback systems. 

11. 1 LINEAR FEEDBACK SYSTEMS 

The general configuration of a continuous-time LTI feedback system is shown in Fig­
ure 11.3(a) and that of a discrete-time LTI feedback system in Figure 11.3(b ). Because of 

~~ x(t) ----..-~ 
e(t) 

+ 

r(t) 

x[n]~ e[n] 
+ 

r[n] 

H(s) 

G(s) 

(a) 

H(z) 

G(z) 

(b) 

y(t) 

y[n] 

Figure 11.3 Basic feedback system 
configurations in (a) continuous time 
and (b) discrete time. 

Figure 6: figure from book 11.3(a)

Taking the Laplace transform of the ODE gives (assuming zero initial conditions)

𝑠2𝑌 (𝑠) + 𝑠𝑌 (𝑠) + 𝑌 (𝑠) = 𝑠𝑋 (𝑥)
𝑌 (𝑠)
𝑋 (𝑠)

=
𝑠

𝑠2 + 𝑠 + 1
(1)

From the diagram, we see that

𝑌 (𝑠) = 𝐸 (𝑠)𝐻 (𝑠) (2)

But 𝐸 (𝑠) = 𝑋 (𝑠) − 𝑅 (𝑠) and 𝑅 (𝑠) = 𝐸 (𝑠)𝐻 (𝑠) 𝐺 (𝑠). Hence

𝐸 (𝑠) = 𝑋 (𝑠) − (𝐸 (𝑠)𝐻 (𝑠) 𝐺 (𝑠))
𝐸 (𝑠) (1 + 𝐻 (𝑠) 𝐺 (𝑠)) = 𝑋 (𝑠)

𝐸 (𝑠) =
𝑋 (𝑠)

1 + 𝐻 (𝑠) 𝐺 (𝑠)

Substituting the above in (2) gives

𝑌 (𝑠) =
𝑋 (𝑠)

1 + 𝐻 (𝑠) 𝐺 (𝑠)
𝐻 (𝑠)

𝑌 (𝑠)
𝑋 (𝑠)

=
𝐻 (𝑠)

1 + 𝐻 (𝑠) 𝐺 (𝑠)
(3)
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Comparing (3) and (1) shows that

𝐻 (𝑠)
1 + 𝐻 (𝑠) 𝐺 (𝑠)

=
𝑠

𝑠2 + 𝑠 + 1

But we are given that 𝐻 (𝑠) = 1
𝑠+1 . Hence the above becomes

1
𝑠+1

1 + 1
𝑠+1𝐺 (𝑠)

=
𝑠

𝑠2 + 𝑠 + 1

Now we solve for 𝐺 (𝑠)

1
𝑠+1

𝑠+1+𝐺(𝑠)
𝑠+1

=
𝑠

𝑠2 + 𝑠 + 1

1
𝑠 + 1 + 𝐺 (𝑠)

=
𝑠

𝑠2 + 𝑠 + 1
𝑠2 + 𝑠 + 𝑠𝐺 (𝑠) = 𝑠2 + 𝑠 + 1

𝑠𝐺 (𝑠) = 𝑠2 + 𝑠 + 1 − 𝑠2 − 𝑠

𝐺 (𝑠) =
1
𝑠
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4 Problem 11.5

868 Linear Feedback Systems Chap. 11 

11.2. Consider the interconnection of discrete-time LTI systems shown in Figure P11.2. 
Express the overall system function for this interconnection in terms of H 1 (s), 
H2(s), G1 (s), and G2(s). 

+ + 
x(t) + H2(s) + H1(s) y(t) 

- -

G1(s) 

G2(s) 

Figure P11.2 

11.3. Consider the continuous-time feedback system depicted in Figure 11.3(a) with 

1 
H(s) = s- 1 and G(s) = s- b. 

For what real values of b is the feedback system stable? 

11.4. A causal LTI system S with input x(t) and output y(t) is represented by the differ­
ential equation 

S is to be implemented using the feedback configuration of Figure 11.3(a) with 
H(s) = 1/(s + 1). Determine G(s). 

11.5. Consider the discrete-time feedback system depicted in Figure 11.3(b) with 

1 
H(z) = 1 - .!.z-1 

2 

and G(z) = 1- bz- 1
• 

For what real values of b is the feedback system stable? 

11.6. Consider the discrete-time feedback system depicted in Figure 11.3(b) with 
. -1 

H(z) = 1- z-N and 
z 

G(z) = 1- z-N· 

Is this system IIR or FIR? 

11.7. Suppose the closed-loop poles of a feedback system satisfy 

1 1 
(s + 2)(s + 3) K' 

Use the root-locus method to determine the values of K for which the feedback 
system is guaranteed to be stable. 

Figure 7: Problem description

solution

Figure 11.3 b is the following

Sec. 11.1 Linear Feedback Systems 819 

will topple over. The problem of stabilizing the pendulum is one of designing a feedback 
system that will move the cart to keep the pendulum vertical. This example is examined 
in Problem 11.56. A third example, which again bears some similarity to the balancing of 
a broom, is the problem of controlling the trajectory of a rocket. In this case, much as the 
movement of the hand is used to compensate for disturbances in the position of the broom, 
the direction of the thrust of the rocket is used to correct for changes in aerodynamic forces 
and wind disturbances that would otherwise cause the rocket to deviate from its course. 
Again, feedback is important, because these forces and disturbances are never precisely 
known in advance. 

The preceding examples provide some indication of why feedback may be useful. 
In the next two sections we introduce the basic block diagrams and equations for linear 
feedback systems and discuss in more detail a number of applications of feedback and 
control, both in continuous time and in discrete time. We also point out how feedback can 
have harmful as well as useful effects. These examples of the uses and effects of feedback 
will give us some insight into how changes in the parameters in a feedback control system 
lead to changes in the behavior of the system. Understanding this relationship is essential in 
designing feedback systems that have certain desirable characteristics. With this material 
as background, we will then develop, in the remaining sections of the chapter, several 
specific techniques that are of significant value in the analysis and design of continuous­
time and discrete-time feedback systems. 

11. 1 LINEAR FEEDBACK SYSTEMS 

The general configuration of a continuous-time LTI feedback system is shown in Fig­
ure 11.3(a) and that of a discrete-time LTI feedback system in Figure 11.3(b ). Because of 

~~ x(t) ----..-~ 
e(t) 

+ 

r(t) 

x[n]~ e[n] 
+ 

r[n] 

H(s) 

G(s) 

(a) 

H(z) 

G(z) 

(b) 

y(t) 

y[n] 

Figure 11.3 Basic feedback system 
configurations in (a) continuous time 
and (b) discrete time. 

Figure 8: figure from book 11.3(b)

From the diagram 𝑌 (𝑧) = 𝐸 (𝑧)𝐻 (𝑧) but 𝐸 (𝑧) = 𝑋 (𝑧) −𝑅 (𝑧) and 𝑅 (𝑧) = 𝐸 (𝑧)𝐻 (𝑧)𝐺 (𝑧), hence

𝐸 (𝑧) = 𝑋 (𝑧) − 𝐸 (𝑧)𝐻 (𝑧)𝐺 (𝑧)
𝐸 (𝑧) (1 + 𝐻 (𝑧)𝐺 (𝑧)) = 𝑋 (𝑧)

𝐸 (𝑧) =
𝑋 (𝑧)

(1 + 𝐻 (𝑧)𝐺 (𝑧))

Therefore

𝑌 (𝑧) = 𝐸 (𝑧)𝐻 (𝑧)

=
𝑋 (𝑧)

(1 + 𝐻 (𝑧)𝐺 (𝑧))
𝐻 (𝑧)

𝑌 (𝑧)
𝑋 (𝑧)

=
𝐻 (𝑧)

1 + 𝐻 (𝑧)𝐺 (𝑧)
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But 𝐻 (𝑧) = 1

1− 1
2 𝑧

−1
and 𝐺 (𝑧) = 1 − 𝑏𝑧−1. Hence the above becomes

𝑌 (𝑧)
𝑋 (𝑧)

=

1

1− 1
2 𝑧

−1

1 + 1

1− 1
2 𝑧

−1
�1 − 𝑏𝑧−1�

=
1

1 − 1
2𝑧

−1 + 1 − 𝑏𝑧−1

=
1

2 − 1
2𝑧

−1 − 𝑏𝑧−1

=
1

2 − �1
2 + 𝑏� 𝑧−1

=
1
2

1

1 − �1
4 +

𝑏
2
� 𝑧−1

The pole is �14 +
𝑏
2
� 𝑧−1 = 1 or 𝑧 = 1

4 +
𝑏
2 . For causal system the pole should be inside the

unit circle for stable system (so that it has a DFT). Therefore

�
1
4
+
𝑏
2
� < 1

−1 <
1
4
+
𝑏
2
< 1

−1 −
1
4
<

𝑏
2
< 1 −

1
4

−
5
4
<

𝑏
2
<

3
4

−
10
4

< 𝑏 <
6
4

−
5
2
< 𝑏 <

3
2
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