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1 Problem 9 section 4.3

In Problems 9-16, express the indicated vector @ as a linear combination of the given vectors
U1;U, -+~ Uy if this is possible. If not, show that it is impossible

1 5 3
Z_l}: 0,61:3,—>2:2
4 5

solution

Let @ = ¢y7; + ¢;0,. In matrix form this becomes

5 3] [1]
1|3 +¢c|2]1=|0
4 5 |-7]
5 3 1 [1]
3 2| =10
S
Augmented matrix is
53 1
32 0
4 5 -7
R; — 3R; and R; — 5R; gives
15 9 3
15 10 0
4 5 -7
R; — —R; + R, gives
15 9 3
0 1 -3
4 5 -7
Ry — 4R, and R3 — 15R; gives
(60 36 12 ]
0 1 -3
|60 75 -105]
R3 — —R; + Rj3 gives
(60 36 12 |
0o 1 -3
|0 39 -117]




R3 — —39R2 + R3 giVeS

60 36 12
0 1 -3
0 0 O

Hence the system becomes

60 36 12

0 1 =|-3
C2
0 O 0
12-36(-3)
From second row ¢, = -3 and from first row 60c; + 36(c;) =12 or c; = ——— = 2. Hence

60
TTJ = 251 - 352

— . . . .
w is linear combination.




2 Problem 17 section 4.3

In Problems 17-22, three vectors vy,7,, and 75 are given. If they are linearly independent,
show this; otherwise find a nontrivial linear combination of them that is equal to the zero
vector.

1 2 3
5)1: 0,5)2: —3,53: 5
1 4 2

solution
The vectors are Linearly independent if
R
Cl?}l + C252 + C3?)>3 =0

only when ¢; = ¢, = c3 = 0. If we can find at least one c; where the above is true, then the
vectors are Linearly dependent.

Writing the above as Ac = 0 gives

2 3|l 0
0 -3 5||ca|=10 (1)
4 2|lc3 0
The augmented matrix is
2
0 -3 5
1 4
R3 — =Ry + Rj gives
2
-3 5
2 -1 0
R3 — R3,Ry; — 2R, gives
2 3 0
-6 10 O
6 -3 0
R3 — Ry + Rj gives
1 2 3 0
0 -6 10 0
0 0 7 0]

Hence the original system (1) in Echelon form becomes

123C1 0
0 -6 10||c,| =0
0 0 7]les| |0



Leading variables are cy, c, c3. Since there are no free variables, then only the trivial solution
exist. We see this by backsubstitution. Last row gives c; = 0. Second row gives ¢, = 0 and
first row gives ¢; = 0.

Since all ¢; = 0, then the vectors are Linearly independent.




3 Problem 18 section 4.3

In Problems 17-22, three vectors vy,7,, and 75 are given. If they are linearly independent,
show this; otherwise find a nontrivial linear combination of them that is equal to the zero

vector.
2 4 -2
51 = 0 ,52 = —5 ,53 =1
-3 -6 3
solution

The vectors are Linearly independent if
— — — =
€101 + 00y + C303 = 0

only when ¢; = ¢, = c3 = 0. If we can find at least one c; where the above is true, then the
vectors are Linearly dependent.

Writing the above as A€ = 0 gives

2 4 -2|[¢] [o
0 -5 1|lea|=]0 (1)
-3 -6 3 |[c; 0
The augmented matrix is
2 4 -2
0 -5 1
-3 -6 3 0
Ry — 3Ry, R3 — 2R, gives
6 12 -6 0
0 -5 1 0
-6 -12 6 0
R3 — Ry + R3 gives
6 12 -6 0
0 51 0
0O 0 0 O
Hence the system (1) becomes
6 12 —6f[c

0 -5 1|le,|=]0
0 0 0]le] |0



The leading variables are c;,c, and free variable is c3. Since there is a free variable, then
the vectors are Linearly dependent. To see this, let ¢ = t. From second row -5c, +t = 0 or

1
. 6t—12(§t)
¢ =zt From first row 6¢; +12¢c, — 6t =0. Or ¢; = = = ;. Hence
3 3
Cq gt g 1 3
= lt =t 1 = —f|1
©2 5 5175
C3 t 1 5
Taking 7 = 5 the above becomes
Cq 3
Cr| = 1
C3 5

Therefore we found one solution where
— — — =
€101 + 020y + C303 = 0
5
351 +?))2 +57_))3 = O

not all ¢; zero. Hence linearly dependent vectors.




4 Problem 6 section 4.4

In Problems 1-8, determine whether or not the given vectors in R” form a basis for R"

solution

If the vectors are Linearly independent, then they form basis. To check, we solve A¢ = 0 and
see if the solution is the trivial solution or not. If the solution is the trivial solution, then
the vectors are linearly independent and hence form basis.

N
Cl?}l + Cz?jz + C3?))3 =0

Writing the above as A€ = 0 gives

The augmented matrix is

Since the pivot (1,1) is pivot, we replace R; with Rj first.

1 230
0120
0 010

This is in Echelon form. No free variables. Therefore, the solution is the trivial solution. Eq
(1) becomes
1 2 3 C1 0

01 2|e,|=]0
001C3 0

Which shows that ¢; = 0,c, = 0,c53 = 0. Hence the vectors form a basis for R®




5 Problem 16 section 4.4

In Problems 15-26, find a basis for the solution space of the given homogeneous linear
system

X1+3XZ+4X3:0
3X1+8XZ+7X3 =0

solution

A% =0 gives
X1
1 3 4 0
Xo| =
387 0
1340
3870
1 3 4 0
0 -1 -5 0
Hence the leading variables are x;,x, and the free variable is x; = t. The system becomes
13 4] o
Xo| =
0 -1 -5 0

Last row gives —x, — 5x3 = 0 or —x, = 5t. Hence x, = -5¢t. From first row, x; + 3x, + 4x3 = 0,
or x; = —3x, — 4x3 or xq = —3(-5t) — 4t = 11t. Therefore the solution is

The augmented matrix is

Ry — =3R; + R, gives

Let t =1. The basis is

A one dimensional subspace.



10

6 Problem 20 section 4.4

In Problems 15-26, find a basis for the solution space of the given homogeneous linear
system

X1—3X2—1OX3+5X4 =0
X1 +4XZ+11X3—2.X4 =0
x1+3x2+8x3—x4=0

solution

A% = 0 gives

X1

1 -3 -10 5 0
X2
1 4 11 -2 =0
X3
1 3 8 -1 0
X4
The augmented matrix is
-3 -10 5 O]
1 1 -2 0
1 3 8 -10
R, — —-R; + R, gives
-3 =10 5 0
0 7 21 -7 0
3 8 10
R3 — _Rl + R3 gives
-3 -10 5 0]
21 -7 0
6 18 -6 0
R3 — 7R3 and R, — 6R; gives
1 -3 -10 5

0 42 126 -42 0]

R3 — —R; + Rj gives




11

Leading variables are x;,x, Free variables are x3 = t,x4 = s. The system becomes

X1

1 -3 -10 5 0
X2

0 42 126 -42 =10
X3

0 0 0 0 0
Xq

42

second row gives 42x, + 126x3 — 42x, = 0 or 42x, = 126t + 42s or x; = —%t + 58 = =3t +s.

First row gives x; —3x, =10x3+5x4 = 0 or x; = 3x, +10x3-5x4 or x; = 3(=3t + 5)+10t—5s = t-2s.
Hence the solution is

X1 t—2s 1 -2
Xp =3t +s -3
= =t +s
X3 t 0
X4 S 0 1
Let t =1,s = 1. The basis are
11]]-2
=311
1[0
01

A two dimensional subspace.
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7 Problem 5 section 4.5

In Problems 1-12, find both a basis for the row space and a basis for the column space of
the given matrix A.

11 1 1
31 -3 4
2 5 11 12

solution
We start by converting the matrix to reduced Echelon form.

Ry — =3R; + R, gives

1 1 1 1]
0 -2 -6 3
2 5 11 12|
R3 — —2R; + R3 gives
1 1 1 1]
0 -2 -6 3
0 3 9 10|
R, — 3R; and R3 — 2R; gives
11 1 1
0 -6 -18 9
0 6 18 20|
R3 — Ry + R3 gives
11 1 1
0 -6 -18 9
0 0 0 29]

Now to start the reduce Echelon form phase. The pivots all needs to be 1.

-1 1 .
R, — sz and R; — ERg gives

S O =
O =
o W =
—Nw

Now we need to zero all elements above each pivot.

Ry > R, — ;Rz gives

o o =
o R -
o W o=
_, o
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Rl — Rl - R3 gives

1110

0130

0 001
R; — Ry = R; gives

10 -20

01 3 0

00 0 1

The above is now in reduced Echelon form. Now we can answer the question. The basis for
the row space are all the rows which are not zero. Hence row space basis are (I prefer to
show all basis as column vectors, instead of row vectors. This just makes it easier to read
them).

1] [o] [o
ol[1]o
-2(13]"|0
0] lo] |1

The dimension is 3. The column space correspond to pivot columns in original A. These
are column 1,2, 4. Hence basis for column space are

(111
3,11 | 4
2] 15] 112

The dimension is 3. We notice that the dimension of the row space and the column space is
equal as expected. (This is called the rank of A. Hence rank(A) = 3.)

The Null space of A has dimension 1, since there is only one free variable (x3). We see that
the number of columns of A (which is 4) is therefore the sum of column space dimension
(or the rank) and the null space dimension as expected.
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8 Problem 7 section 4.5

In Problems 1-12, find both a basis for the row space and a basis for the column space of
the given matrix A.

-1 7
5 16
3 13
4 23

N R =) =
U W =

solution
We start by converting the matrix to reduced Echelon form.

Rz - _Rl + RZ gives

11 -1 7]

03 6 9

1 3 3 13

2 5 4 23]
R3 — —R; + Rj gives

11 -1

0 3 6

02 4 6

2 5 4 23]
R4y — —2R; + Ry gives

11 -17

03 6 9

02 4 6

03 6 9

R, — 2R, and R — 3Rj gives

12 18
18

o O O =
W N O =
—_
N

R3 — =R, + Rj3 gives

12 18

o o o =
LW O O =
e}
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Ry — —%Rz + Ry gives

11 -1 7
0 6 12 18
00 0 O
00 0 O

Pivot (leading) columns are 1,2 and free variables go with 3,4 columns. The Null space of
A is therefore have dimension 2. We now convert it to reduced Echelon form.

1 .
_) -_—
R, 6R2 gives

o o o =
(@] (@] p— p—
o O W N\

Ry — Ry — R, gives

o = O

o o o =
o O W

0

The above is reduced Echelon form. The basis for the row space are all the rows which are
not zero. Hence row space basis are (dimension 2)

1170
0l1
-3('|2

The column space correspond to pivot columns in original A. These are columns 1,2. Hence
basis for column space are (dimension 2)

1] [1
1| |4
1[(3
2| |5

We notice that the dimension of the row space and the column space is equal as expected.

The Null space of A has dimension 2, since there is two free variables. We see that the
number of columns of A (which is 4) is therefore the sum of column space dimension and
the null space dimension as expected.
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9 Problem 15 section 4.5

In Problems 13-16, a set S of vectors in R* is given. Find a subset of S that forms a basis
for the subspace of R* spanned by S

solution

We set up a matrix made of the above vectors, then find the dimensions of the column space.

N N N W
W N W

1
2
3
4

=N =N

Ry — 2Ry and R, — 3R; and R3 — 2R3 and Ry — 3Ry. This gives

A O O O
W O W
O O \©

O O N

—
N

Rz i _Rl +R2

=~ N

A O © O

W

O O =
\O

12
R3 — _Rl + R3

o © o o

R4 i _Rl +R4

c o o o
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R3 — 2Ry, + R3
6 4 8 2]
0 -1 1 4
0 0 0 15
0 -1 1 10|
Ry — —Ry + Ry
6 4 8 2]
0 -1 1 4
0 0 0 15
0 0 6]
R4 — 15R4 and R3 — 6R3
6 4 8 2]
0 -1 1 4
0 0 0 9
0 0 90
Ry — R3+ Ry
6 4 8 2]
0 -1 1 4
0 0 90
0 0 0 0

Hence, the pivot columns are 1,2,4. Therefore the column space basis are 7;,v,,7, given by

NN N W
=N =N
= W N —m

The above is the subset required.
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10 Additional problem 1

Let 7; and 7, be any linearly independent vectors. Show that u; = 2¢; and u, = 7; + 7, are
also linearly independent.

solution
We want to solve for ¢q,c, from
Clﬁ] + Czﬁz =0 (1)
And see if the solution is only the trivial solution or not. The above becomes
— — — =
01(27)1) + Cz(vl + 7)2) =0
261?51 + C251 + C27—J>2 =0
(2C1 + Cz)?))l + C262 =0
Let 2¢; + c; = ¢3 a new constant. The above becomes
C361 + Cz?))z =0

But we are told that ¥; and 7, be any linearly independent. Therefore only choice for
the above is that c; = 0,c3 = 0. But c3 = 2¢; + ¢, which means that ¢; = 0. Therefore we
just showed that ¢; = ¢, = 0 is only solution to (1). This implies that 1,1, are linearly
independent vectors.
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11 Additional problem 2

In section 4.2, we looked at the set W consisting of all vectors in R® where x; = 5x, and
determined it was a subspace of R?. Find a basis for W. What is the dimension of W?

solution
X1

Let ¥ = |x,|. Let x, = t,x3 = s. Therefore

X3

5¢|
v=|t
S,
0
=£1|+5s|0
of |1
Hence basis for W are
5110
11,10
0] |1

And the dimension of W is 2.
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12 Additional problem 3

Let S = {?51,?52,?53} be a set of linearly independent vectors and suppose that 7 is not an

element of span S. Show that " = {?}, ?}1,?}2,53] is linearly independent.
solution
Proof by contradiction. Assuming the vectors 7,7y, v, U5 are linearly dependent. Therefore

we can find constants ¢, ¢y, c3,c4 not all zero, such that

N
C]?))] + C252 + C353 + C4?)> =0

Or
G, O 0.,
——01— —0Up— —03=707
C4 C4 C4
Renaming the constants gives
Cl?]}l + Cz?}z + C3?J>3 =7 (1)

The above says, we can represent ¥ as linear combination of 7;,7,,7;. But ¥ is not in the
span of S, which means we can not reach ¥ using any linear combination of the vectors
- = = . .

{vl,vz, 2)3]. Hence (1) is not possible.

Therefore our assumption that the vectors are linearly dependent is invalid. Hence they
must be linearly independent.
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