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1 Problem 1

Math 228B
Homework 3
Due Thursday, 3/03/11

1. Write programs to solve the advection equation
us + aug = 0,

on [0, 1] with periodic boundary conditions using upwinding and Lax-Wendroff. For smooth
solutions we expect upwinding to be first-order accurate and Lax-Wendroff to be second-order
accurate, but it is not clear what accuracy to expect for nonsmooth solutions.

(a) Let a =1 and solve the problem up to time ¢ = 1. Perform a refinement study for both
upwinding and Lax-Wendroff with At = 0.8h with a smooth initial condition. Compute
the rate of convergence in the 1-norm, 2-norm, and max-norm. Note that the exact
solution at time ¢ = 1 is the initial condition, and so computing the error is easy.

(b) Repeat the previous problem with the discontinuous initial condition

w(a,0) = {1 if |z —1/2| < 1/4

0 otherwise

Figure 1: Problem description

1.1 Part (a)
The advection PDE in 1D is given by

uy +au, =0

Where a represents the speed of flow, which can be positive or negative. The Lax-Wendroff
finite difference scheme for the above PDE is given by
a’k?
+ —_
2h?

ak
n+l _ . n n n

P
j i o (141 — 2007 + )

where k is the time step and 7 is the space step. The upwind finite difference scheme for
a >0 is given by

ak
n+1 — n n n
wi™ = ui - —(u]. - U] 1)

The relation between 4,k and & is given by

ak
courant number = v = 7’



Both schemes above are stable for || < 1. The problem asked to use v = 0.8 and a =1, giving
k = 0.8h.

A program was written to implement these schemes for both smooth and discontinues initial
conditions. The exact solution was computed from u = uy(x — at) where uy(x) is the initial
data. sin(47tx) was used for smooth initial conditions.

The boundary conditions are periodic. This means that the first grid point if physically the
same as the last grid point as would be the case by viewing the domain as a closed ring.
The following diagram illustrates the numbering used.
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Figure 2: Grid used

Error norm calculation

The total error at a grid point j is given by

ej= Uj-u(x))

Where U; is the numerical solution at the j grid point and u(x]-) is the exact solution
evaluated at the same grid point location. e is a vector of length N where N is the number
of grid points.

To measure the size of the error vector e, a grid norm is used in place of the standard vector
norm. The following are the definitions of the norms used.

1. max-norm (also called infinity norm) ||e = max|e]-|
J

|
max

N
2. 1-norm ||eh||1 = h2|e]‘|
j=

h S
3. 2-norm ||e ||2 = h§;|ej|
]:



1.2 Results of refinement study for Lax-Wendroff

The result of the refinement study for smooth data for Lax-Wendroff shows that the error

ratio converged to 4, and since the space step was divided by 2 at each run, this indicates a
second order accuracy in time and space

The following diagram shows the results obtained. All norms gave the same order of accuracy.
In the diagram below, the first ratio column represent the error ratio found using norm-2,
while the second ratio column represents the norm-1 result, and the third ratio column is for
the max-norm. The log plot is generated only for 2-norm. The following parameters were

used: i = 0.01, maximum time =1 second, Af = 0.8h, and initial conditions u(x, 0) = sin(47mx)
with periodic boundary conditions.

Lax-Wendroff, run# 8, time=1.000000, time step=0.003125, step number=320
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result of refinement study

M delt h &, ratio e, ratio ] ratio

3 0.400000  0.500000 0.00000 0.00000 0.0000 0.00000 0.0000 0.00000
5 0200000  0.250000 0.00000 0.00000 0.0000 0.00000 0.0000 0.00000
9 0100000  0.125000 0.64652 0.00000 0.5866 0.00000 0.8744 0.00000
17 0.050000  0.062500 0.29746 217349 0.2757 212787 0.4016 217740
33 0025000  0.031250 0.08261 3.60054 0.0759 3.63264 0.1130 3.56323
65 0.012500 0.015625 0.02078 3.97528 0.0189 4.01565 0.0289 391215

129 0.006250  0.007813 0.00817 4.01647 0.0047 <LEI3_]2E) 0.0073 @
257  0.003125  0.003906 0.00129 0.0012 4.02266 0.0018 3.99562

refinement study result,

Figure 3: refinement study part a LAX



Result of refinement study for Upwind

The result of the refinement study for smooth data for upwind showed that the error ratio
converged to 2 indicating a first order accuracy in time and space. The following diagram
shows the results obtained. All norms gave the same order of accuracy.

upwind, run# 8, time=1.000000, time step=0.003125, step number=320
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result of refinement study
N delt h &, ratio e, ratio CH ratio
3 0400000 0500000 000000 000000 00000 000000  0.0000  0.00000
§ 0200000 0250000 000000 000000 00000 000000  0.0000  0.00000
9 0100000 07125000 063957 000000 05289 000000 09275  0.00000
17 0050000 0062500 050310 127147 04720 112066 06986 132754
33 0025000 0031250 032975 152571 03006 157017 04756 146900
65 0012500 0.015625 019104 172603 04733 173471 02736 173810
129 0.006250 0007813 010315 1R 00933 185626 0.1468
257 0003125 0003906 0.05363 (1.92321] 00484 (192817 00761 (1.92983

refinement study result,

lnnrhy

Figure 4: refinement study upwind

1.3 Part (b)

The refinement study made in part (a) was repeated using the following initial conditions

- il<
u(x,0) = 2 4

0 otherwise



Which is a rectangular pulse of the following shape

A
1.0 r—-
0.75 I > X
0 0.25 0.5 . 1.0
Initial conditions for problem 1, part (b)

Figure 5: initial data

The following diagram shows the results obtained.

Results of refinement study for Lax-Wendroff




T Lax-Wendroff, run# 9, time=1.000000, time step=0.001563, step number=640

T T T T T T T T T
o - | = = S S e

i : : : : : e : i
- SRR — - — — — — Lol - R

e e

- i i i i i i i I I
0 01 02 03 04 05 06 0T 08 09 1

result of refinement study
N delt h e, ratio e, ratio e, ratio

3 0.400000  0.500000 0.00000 0.00000 0.0000 0.00000 0.0000 0.00000

5 0.200000  0.250000 0.25853 0.00000 0.2754 0.00000 0.2776 0.00000

9 0100000 0125000 0.11761 219817 0.1014 271596 0.1986 1.39786

17 0.050000  0.062500 0.13983 0.84110 0.1135 0.89332 0.2934 0.67695
33 0.025000  0.031250 0.12367 1.13068 0.0831 1.36675 0.3686 0.79596
65  0.012500 0.015625 0.10924 1.13205 0.0571 1.45387 0.4347 0.84796
129 0.006250  0.007813 0.09424 1.15918 0.0397 1.43926 0.4876 0.89158
257  0.003125  0.003906 0.07984 1.18042 0.0272 1.45881 0.5285 0.92251

513 0.001563 0.001953  0.08674 119624  0.0186 05599  0.94399

refinement study result,

Loo-t_a_1aaaay
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Figure 6: refinement study part b LAX

The following table is a summary of the results of the above refinement study for Lax-
wendroff

Norm ratio | order of accuracy p = log (ratio)
1-norm 1.5 %
2-norm 1.2 i

max-norm 1 0

The maximum norm being zero order says that the largest error in absolute terms does
not decrease. Hence for discontinues data, convergence will not occur in the max-norm, no
matter how small & is made.



Results of refinement study for upwind

The following diagram shows the results obtained

upwind, run# 9, time=1.000000, time step=0.001563, step number=640
T T T T T T T T T
e —— . —
0.5 f-------- il : L i
0 : : Z
I I I I I I
0 01

result of refinement study

M delt h &, ratio e ratio B ratio

3 0.400000  0.500000 0.00000 0.00000 0.0000 0.00000 0.0000 0.00000
5 0.200000  0.250000 0.37171 0.00000 0.3840 0.00000 0.4640 0.00000
9 0.100000  0.125000 0.29414 1.26371 0.2699 142284 0.4727 0.98154

17 0.050000  0.062500 0.22129 132819 0.1709 1.57939 0.4794 0.98599
33 0025000  0.031250 017718 1.24902 0.1148 1.48883 0.4849 0.98882
65 0012500 0.015625 0.14803 1.19691 0.0807 1.42255 0.4391 0.99139

129 0.006250  0.007813 0.12589 1.17588 0.0578 1.39612 0.4922 0.99366

257 0.003125  0.003906 0.10754 117064 0.0416 38948 0.4945 0.99543
513 0001563  0.001953 0.08177 117182 0.0299 1.39089 0.4961 0.99675

0
10

refinement study result,

Aot et log(h}

Figure 7: refinement study part b UPWIND

The following table is a summary of the results of the above refinement study for upwind.
The results are similar to Lax-Wendroff.

Norm ratio | order of accuracy p = log (ratio)
1-norm 14 0.485
2-norm 1.2 i

max-norm 1 0




It is noticed that Lax-Wendroff is more accurate scheme than upwind, but only if the initial
data is smooth. For discontinuous initial conditions, Lax-wendroff loses its advantage over
upwind, and both schemes gave similar order of accuracy.

2 Problem 2

2. Consider three-point explicit schemes for the linear advection equation in the real line of the
form

u;“rl:u?—C(u]—u 1)+ D (ufy —uf).

2|4
J
if C >0,D>0,and C+ D < 1. When the numerical solution of a scheme satisfies (1)
the scheme is total variation diminishing or TVD. Put upwinding and Lax-Wendroff into the
above form, and show that upwinding is TVD when it is stable and that Lax-Wendroff is not
TVD. Give an interpretation for the meaning of TVD and explain how this relates to the
numerical solutions from problem 1b.

Show that

n+l _ n+1‘<2’u _— (1)

Figure 8: Problem statement

Given

”?+l:”;l_c(“1 — Ui 1)+D( Ui ”Jn)

Writing the above in the following form

]"+1 "y + (1~ (C+ D) +Dully
u]_l
=[c a-c+D) D] u
u7+1
Uiy
= A 1,[;.1 (1)
u}il
Doing the same for u]”+11 results in
Uy
;”11 = Au, (2)
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Using the above gives

j=eo = | M Hj2
E u]’.’“—u;?_ﬁl = 2 Al ul |-Alul,
e e B VY B O

jmeo | M1~ 2

= A u;-l - “}‘1—1

= L

j=00
= E |C(u]”_1 u72)+(1 C- D)(u — U 1)+D( Ujsy u]”)
j=—oc0

Using the relation that Y|A + B| < })(|A| + |BJ), the above becomes

§’ nl _ E|Cu1 |+%§|(1—C—D)(u —ul! | ElD
j=—co j==oo

Given that that C > O,D > 0 and that (1-C-D) > 0, where the last case follows from
(C + D) <1, therefore C,D and (1 — C - D) can be taken from outside the absolute sign in the
above expression leading to

E il ]2|+(1 C- D)E|u — Uy - uf
j==e0 j==00 j==
Collecting terms with the same coefficient gives
j:oo j=00 j:oo
P Tianertias sC( uly —ulty| - 2 Jur = ur ] (3)
j=—00 j=—00 i
j=00
o Bl B0 -
j=—00
]:OO
* 2l =)
j=—0c0

The first 2 expressions above in the RHS vanish, leading to the result required. To show this,
Consider the first expression from the RHS above, and expanding it on the real line gives

]':oo j:oo
n n n n —

=—00 ]:—OO

( + |(uﬁ2 - uﬁ3)| + |u’f1 - u’f2| + |b16Z - uﬁl| + |u§’ - u8| + |u§ - u'f| + |u§ - u§| + |uZ - u§’| + )—
( + |uﬁ2 - uﬁ3| + |sz1 - uﬁ2| + |u6’ - ufl| + |u’f - ug| + |u§Z - uﬂ + |ugZ - u§| + |uflZ - u§| + )

The above result shows that all terms cancel out. Each term in the first line above, has a
corresponding term in the second line, but with a negative sign. Therefore

j:oo j:oo
C(E iy = uto| - 2 |y -y ] =0 (4)

== ]:—OO
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Similarly the following term vanish as well

j:oo
D| X |(uy - o)

]:—OO

j:oo
= (=) =

j:—oo
(oo [ty = wt3)| oty = | =+ ol =ty + [ = ] + oy = ] + ol — | + o = 2a2] )

( + |uﬁ2 - uﬁ3| + |uﬁl - uﬁ2| + |u8 —uﬁl| + |u§Z - u8| + |u§ - u’f| + |u§ - u§| + |uZ —u§| + )

=0 (5)
Substituting Egs. (4) and (5) into (3) gives
= 1 1 =
n+ n+ n n
,Z w | < ,Z (s =)
j=—00 j=—00
Which is the result we are asked to show.
2.1 Second part
Lax-Wendroff is given by
n+tl _ . n ak n n a n oyl n
s ﬁ(”fﬂ ) + W(“j—l -2 + uly)
; a’k? L (ak  a?k? L (2 ak
=\ T ) el e ) e e T W
Eq. (1) needs to be put in the following form u}1+1 = u}1 - C(u]’A1 - u]”_l) + D(u}“+1 - u]”) or
u}’“ = u]'.l(l -C-D)+ Cu]'7_l + Du}ﬂrl (2)
Comparing Egs. (1) and (2) leads to
a?k?
1 - C - D = 1 - ?
a’k?
C+D= h—z
Co ak N a?k?
~2h 22
_a’k* ak  1(a’k*  ak 3)
S 2n2 2h 2\ W2k

For the scheme to be TVD it is required that C > 0 and D > 0. Lax-Wendroff is sta-
212

ble when |ﬂ|% < 1. Therefore this implies that ah_I; < |a|%.Hence the constant D in Eq. (3)

above will become negative. Therefore one of the conditions of TVD has been violated.

Hence Lax-Wendroff is not TVD. Now consider upwind.
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Consider the case a > 0. Upwind scheme is given by

ak
n+l _ . n _ n_ . n
uptt = uf = )

k k
= u”(l - a_) .z Uiy (4)

ak
1-C-D=1-—
h
ak
D=—
C+ p
_uk
T h
D=0 (5)

But when 2 > 0, upwind is stable when 0 < t;—k < 1. Therefore C > 0 and all the TVD
conditions above are now satisfied, Hence upwind is TVD for a > 0.

Now consider when a < 0, The upwind scheme is now given by

n+l _ ak n
=t = o= (u - uj)
ak ak
= l/l]n(l + E) + (—E)I/[]"/l_'_l (6)

By comparing coefficients between Eqs. (6) and (2) results in

1-c-p=1+%
T
ak
c+D=-=%
* I
C=0
ak
p=-% 5
> )

since a < 0, then upwind is now stable when -1 < % < 0. Therefore D > 0 in the above, and
C+ D > 0 as well, and hence all the TVD conditions are satisfied, therefore upwind is TVD
for a <0 as well. Therefore upwind is TVD.

Interpretation of TVD: A scheme with this property implies that the numerical solution,
starting with initial data that is monotone, will remain monotone as the solution is advanced
in time. This implies that no new local extrema will be created and values of local minimum
are nondecreasing while values of local maximum are nonincreasing. In part (b), when
initial data was discontinuous, it was observed that Lax-wendroff produced wiggles where
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non-existed before, meaning that new local maximum and new local minimum were created
in that region. This agrees with the finding here that Lax-Wendroff is not TVD.

On the other hand, with upwind, no new wiggles were created near the discontinuity, and
the numerical solution remained monotone. This agrees with the finding here that upwind is
TVD scheme. A scheme which is TVD is also stable, since the TVD property will prevent
any ’blow up’ in the solution due to the above properties of being TVD scheme. TVD
scheme is stable, but limited to first order accuracy. To obtain more accuracy and use a
second order, the price to pay is that the scheme becomes non TVD.

3 Problem 3

3. For solving the heat equation we frequently use Crank-Nicolson. For the linear advection
equation, Crank-Nicolson is

n+1
J

—uj + Z(U?H —uf_y) + 7 (ufl —uit) = 0.

u 1 j—1

(a) Show that Crank-Nicolson is unconditionally stable for the advection equation.

(b) Use von Neumann analysis to show that for a periodic domain |[u"|s = |[u%|2 for all
n. This scheme is said to be nondissipative. This seems reasonable because this is a
property of the PDE.

(¢) Solve the advection equation on the periodic domain [0, 1] with the initial condition from
problem 1b. Show the solution and comment on your results.

Figure 9: Problem statement

3.1 Part (a)

The PDE for linear advection equation is given by
Uy +au, =0
The Crank Nicholson finite difference scheme for the above is

v v
n+l n n n n+1 n+l) —

Where v = ah—k, k is the time step and / is the space step. Applying Von Neumann stability
analysis, let '
Wt = g(€)e"

and let
u = eiij
]
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Substituting the above 2 equations into Eq. (1) gives
9(E)e™ - % + E(Eicxj ol _ eiCXje—iCh) + Z(g( £)eieith — o é)eiCx/e—iCh) ~0
Dividing throughout by ¢ gives
§E) =1+ (e =) 4+ Zg(@)(e% — ) = 0

Solving for ¢(£) and applying Euler relation to convert exponential to trigonometry functions
gives

8(5)(1 + v sin Ch) =1- %l sin Ch

2
1- ; sin Ch
8&)=——
1+ 5 sin Ch
Hence
Vo 2 )
5 |1—zEsmCh| 1+Zsm Ch
NI ) 2= 2 .,
|1 +is sinCh| 1+ Zsin?h
2 4
Hence

5@ =1
Since |g(£)| <1 the scheme is unconditionally stablel!| The stability of this scheme does not

depend on CFL criteria, in other words, there is no dependency on At or k for the stability.
In addition, it is seen that the amplitude of each Fourier mode remain constant at each
time increment. High wave numbered modes as well as small wave numbered modes will
remain in the numerical solution with same energy content. There is no dissipation in the
numerical solution.

3.2 part (b)

The following relation, which is valid due to the periodic boundary conditions being used,
will be utilized in the proof below

2 = s = Dy
j j j

The above relation can be more easily seen by viewing the domain as a ring, where the first
grid point is physically the same as the last grid point. Therefore the location of where the
sum starts is not important, since the same number of grid points will always be added as
long as the sum is over the whole range. The following diagram illustrate this point.

May be we should call this as marginally stable? Since there is no attenuation and also there is no
magnification.
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Showing graphically a property of periodic boundary
conditions used in the proof

Figure 10: Grid layout

Now, the proof will start. Starting from the C-N scheme given by

% 1%
n+1 A+l _ on+l\ _ n_ " (,m _ n
up 4(”f+1 W) = 4(”j+1 ')

And squaring each side, and summing over all j gives

e L 2—2} n Vi — [
u + (1/[ ) = u (1/[ u )
_ ] 4 j+1 j-1 . ] 4 j+1 j-1

Expanding
S+ St =) o (2) (- =
2
() = gt =)+ (5) (o =)

-4\ "]
J

j

2
Moving all terms from LHS to RHS except for Z(u}“l) the above becomes
j

n n+l(, n+l n+1
‘ B! )]

2(”7'1)2 - K[”Jn (“Jn+1 - ”j—l) t U (“j+1

¥ ()’

)
2
v 2 2
n n n+1 n+1
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Using Von Neumann, let u”” |g|u] in the above, where g is the magnification factor which

was found from part (a) to be independent of £. The above becomes
2 2 v 2
2 = Sl - 3t k)
2 ) )
([0~ 1of (g =)'

Since | g| =1 as was found in part(a), then the last term in the RHS above will vanish resulting
in

() = E(u?)z - 2l ) + it - )]
2( ) v (g - )
;( /) +V[Zu uly Eu;?u;al] (1)

Due to the periodic boundar conditions Zu uiy = Eu ut!

j+1

Therefore Eq. (1) reduces

to

() = () )

But by definition

llully = Eu
Hence Eq. (2) can be written as
2 2
o[, = et
or

e, = 1l (3)

Similarly [lu"||, = ||u”‘1||2 == |[ud 2 therefore Eq. (3) becomes

=, = {1

2Side note: Initially I thought I might have to use the Schawrz inequality |u - 9] < |[u[l||7]], to write

S \/g(u;?)z \/;(u?+1)2

And due to periodic boundary conditions, obtain E(uf)z = E(u]’-gl)z, and so Eu]’-lu]’-ﬂrl < Z(uf)z But this
] j ] i

turned out not to be required.
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3.3 Part(c)

The C-N scheme was implemented for the 1D advection PDE. The source code is shown
in the appendix. The following diagram shows the result for the initial conditions as given
in part (b). The result for C-N is shown next to the solution produced by Lax-Wendroff in
order to compare the results

) <Student Version> : 1D advection solver, By Nasser M. Abbasi, feb 26,2011

L e O

— select algorithms to run

v Lax-Wendroff

I~ upwind

[~ Lax-Friedrichs

I Leapfrog (CTCS)

[~ Beam-Warming

v Crank-Nicolson

[~ Fics (Forward Euler, Central Space)

I~ reserved_for_future_use

— select initial data
" user defined function

I sin(4*pi*X)

& unit rectangular function

width I 0.4 04 L | | | | L | | |
0 0.1 0.2 03 0.4 0.5 0.6 0.7 0.8 0.9 1
starts at 0.95

height |17
— run parameters—————————
length 1
grid spacing IT
speed (a) IW—
Courant number IT

run-time specification ——————

(% maximum time (sec) 1
" number of steps 1

— refinement study

I~ do refinement study

number of runs I 9 X
display modd
RUN RESET ’7 % stationary axes moving object " moving axes stationary object ‘

Figure 11: C-N result

C-N shows more wiggles near the boundaries than Lax-Wendroff. Both are not TVD schemes,
so starting with non-smooth initial data, it was expected to see wiggles in both cases.

C-N scheme showed more wiggles and they appeared earlier in time as well, even though
the solution was stable all the time, since these did not grow when the running time was
made longer (It was shown in part(a) that the scheme is unconditionally stable). Norm-2 of
the solution was displayed all the time and it remained the same value through the run-time,
even as wiggles appeared in the solution. This was the case for both schemes shown.
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This result shows that 2-norm of the numerical solution is stable as the 2-norm of the
numerical solution did not grow with time. The scheme is non-dissipative at all, and high
frequency modes did not attenuate, leading the solution observed. Using such non-dissipative
schemes on non-smooth data does not appear to be a good idea. The following diagram
below is another illustration to compare Lax-Wendroff with C-N with / = 0.005, showing the
numerical solution at t = 0.04 seconds.

-} <Student Version: : 1D advection solver, By Nasser M. Abbasi, feb 26,2011 _ 0] x|
CECIRER Y =
A I Lax-Wendrof,, time=0.040000, time step=0.004000, step number=10. [[u]|=0.704379

W Lax-Wendroff 14 T ! ! T T ! T ! T

™ upwind : : : : : : : : :

™ Lax-Friedrichs

" Leapfrog (CTCS)

I Beam-Warming

¥ Crank-Nicolson

" Frcs {Forward Euler, Central Space)

I lreseved for_future_use

— select initial data
" user defined function

& unit rectangular function
width | 05 I
01 02 03 04 05 06 0.7 08 09 1

starts at
| 02
Crank-Micolson, time=0.040000, time step=0.004000. step number=10. ||ul=0.705337

haight ﬁ

—run parameters————————————

length |
grid spacing | 0.005
speed (@) | 1
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Figure 12: compare Lax-Wendroff with C-N with i = 0.005

The top diagram shows Lax-Wendroff, and the bottom one shows C-N. Notice that wiggles
are larger in amplitude for C-N since its magnification factor is constant at 1, resulting in
no attenuation at all in the large spatial frequency present in the initial data.
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