A small note on the statistical method of moments
for fitting a probability model to data
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Mathematics 502 probability and statistics, CSUF, Fall 2007

The problem to solve : Given some data, we seek to fit a probability law to the data. In other words, we want to
determine the best probability distribution function by which the given data could have been generated accord-
ing to.

We call the given data the population data. The idea of this method is as follows: Assume that the data was
generated according to some distribution, say Normal or Gamma or Poisson, etc... For each one of these Choice
we need to determine the relevant distribution parametersto be able to fully specify the pdf.

For example, if we want to fit the population data to the normal distribution, then we need to determine the
mean and variance of the data {,u, 0'2} since the norma pdf is fully specified by these 2 parameters
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If we want to fit the population to the Gamma distribution, then we need to determine the parameters { ,A}

x
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since the Gammadistribution isis fully specified by these 2 parameters f (x) = Ganmalal "

If we have to determine 2 parameters (as in the above 2 cases) then we need 2 equations. But if we wanted to

fit the data to Poisson distribution, then we only need one equation since the Poisson pdf is defined in terms on

one parameter A asin f (x):%

Let us assume there are n parameters to be determined (i.e. we want to fit the data to some distribution which is
defined using n parameters). We call these 84, 65, ..., 65, S0 for the case of fitting to a normal distribution n = 2,

6, =pand 6, = o2

We start by writing down the n probability moments, called My, My, ..., M,, for the selected pdf we want to fit
the data to. These are known analytical expressions for the selected pdf and can be looked up or derived from
the assumed pdf.

The n" moment is defined as E(X"). Thiswill give us n equations expressed as functions of the 6,

Next we calculate the moments from the data itself and set these to be equal to the moments for the pdf and
solvefor the 6.
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An example will help. Suppose to want to fit the data to a normal distribution, then we know that the first
moment is given by My = E(X?) = u and that the second moment is given by M, = E(X?) = 02 + 2.
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Now we determine an estimate for M; and M, from the data, or the sample, and substitute in the above and
solve for u and o2

So now we have 2 equationsin 2 unknowns

It iseasier to re - write the above as follows

)
N
M, = Var (X) + E(X)? = %Z(xi —x) +X

Now using (3) wesolve(2) u and o2. Thesewill be estimated values. Hencewritten as /i and &

Hence the solution from above gives an estimate of the pdf parameters from the data itself. We can now plot
this selected pdf using the calculated parameters on top of the histogram of the data and see how good thefit is.
If thefit is not good, we can try to fit the datato a different distribution.

Thisis another example, suppose we have data we want to fit to a Gamma distribution, hence we know that for
a(a+1)

aGammadistribution My = E(X) = £ and that M, = E(X?) = *2~ hence we have
a
Ml A
(M ): a(a+l) (4)
2 —)tz
Itiseasier to re - write the above as follows
M2,
a M,—M2
(1)=] " ©)
My—M2;

Now using (5) we solve for @ and A using the calculated values for M; and M, from the data as shown in (3).

Numerical example

In these examples | will first generate random data (the population) from known distributions then take a small random sample
from the data (with replacement), then use the method of moments above to estimate the parameters of the population (which is
of course known in this case) and fit the found parameters on the population histogram to see how good the fit it.

Printed by Mathematica for Students



method_of_moments.nb | 3

Example 1, fitting to normal

Using real data

This data is the annual precipitation in Seattle (I think) for the years 1863 to 1999, it was downloaded from
http://www.seattl ecentral .edu/qel p/sets/049/049.html .
First load the data, and do histogram on it, then try to fit anormal distribution on it and see how good thefit is.

Load the data

3= | data = ReadLi st [
"E:\\ nabbasi \\ dat a\\ nabbasi _web_Page\\ ny_not es\\ mat h_502_nat eri al \\ met hod_of _nonent s
\\data.txt", {Nunber, Nunber}];

inf4]= | si zeOf Popul ati on = Lengt h[dat a]

outpal= | 137

Display few lines of data

5= | Tabl eForm[data[[l;; 10, All 1],
Tabl eHeadi ngs » {None, {"year", "annual rain\nin inches"}}]

Out[5]//TableForm=

year annual rain
in inches

1863 46. 31
1864 38.42
1865 49. 65
1866 41.51
1867 49.94
1868 48. 43
1869 45.41
1870 48.62
1871 48.84
1872 43.9

Decide on numbers of bins, and make histogram

= | nBi ns = 25;
gz = nnaMakeDensi t yH st ogram[dat afAl |, 2], nBins];
gpz = Ceneral i zedBar Chart [gz, BarStyle -» Wite, | mageSi ze -» 4507;

Calculate first and second moments of data
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nE= | (*sanpl eSi ze=30; )

sanple =data[[A |, 2]];

nl = Mean [sanpl e];

m2 = Vari ance [sanpl e] + Mean[sanpl e] " 2;

Estimate data parameters. Solve the method of moments equations (this solves equations (2) above)

2= | eql = uEsti mate == ni;
eq2 = varEsti mate == n2 - n?;
sol =First eSol ve[{eql, eq2}, {uEstimate, varEsti mate}]

u=uEstimate /. sol;

o=+varEstimte /. sol ;

ou14]= | {uEstimate - 41. 4796, varEstimate - 42. 5692}

Plot the fitted PDF using the above estimated parameters

n171:= | p1 =Pl ot [PDF[Normal Di stributionfu, o], X], {X, u-30, u+30c}, PlotStyle - {Red, Thick}];
Show[ {gpz, p1},
Pl ot Label - " Annual rain over Seattle in inches. Fitting Normal distribution on data
usi ng\ nnet hod of nonents to estimate PDF paraneters\nEstimted u=" <>
ToString[u] <>"\tEsti mated o=" <>ToString[oc], AxesLabel -
{"Annual rain in inches", "PDF"}]

Annual rain over Seattlein inches. Fitting Normal distribution on data using
method of momentsto estimate PDF parameters

Estimated u=41.4796 Estimated 0-=6.52451
PDF

0.08

Out[18]= 0.06 I

0.04

Annual rain in inches

Using Random data

Make some random data from Normal and plot its histogram (see appendix for function to make histogram)
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in[19:= | si zeOf Popul ati on = 10000; nBi ns = 100;

U= 1; o = 2;

popul ati on = Tabl e [RandonmReal [Normal Di stri bution[u, o]], {i, sizeO Popul ation}];
gz = nnaMakeDensi t yHi st ogr am[popul ati on, nBins];

gpz = General i zedBar Chart [gz, BarStyle » Wite, I nageSi ze » 450];

Take asmall sample with replacement and obtain the first and second moments from the sample

in4= | sanpl eSi ze = 30;

sanpl e = RandonBanpl e [popul ati on, sanpl eSi ze];
ml = Mean [sanpl e];

m2 = Vari ance [sanpl e] + Mean[sanpl e] " 2;

Solve the method of moments equations (this solves equations (2) above)

In[28]:= eql = uEsti mate == ni;
eq2 = varEsti mate == n2 - n?;
sol =First eSol ve[{eql, eq2}, {uEstimate, varEsti mate}]

u=uEstimte /. sol;

o=+varEstimte /. sol ;

out30]= | {uEstimate - 0. 786502, varEstimate —» 1. 97899}

Plot the fitted PDF using the above estimated parameters
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in@si= | pl =Pl ot [PDF[Nornmal Di stribution[u, o], X], {X, u-30, u+30}, PlotStyl e » {Red, Thick}];
Show[{gpz, pl},
AxeslLabel - "Fitting Normal distribution on data using nmethod of nonments to
estimate PDF paraneters"]

Fitting Normal distribution on data using method of moments to estimate PDF parameters

out[36]=

Example 2 fitting to Gamma

Letstry to fit a Gamma on the data to see what we get
Make some random data from Normal and plot its histogram (see appendix for function to make histogram)

in37:= | si zeOf Popul ati on = 1000; nBi ns = 100;
a=1;, A=2;
popul ati on = Tabl e [RandonReal [GanmaDi stribution[a, A]]1, {i, sizeO Popul ation}];
gz = nnaMakeDensi t yH st ogr am[popul ati on, nBins];
gpz = Ceneral i zedBar Chart [gz, BarStyl e » Wite, | mageSi ze -» 4507;

Take asmall sample with replacement and obtain the first and second moments from the sample

in42:= | sanpl eSi ze = 100;
sanpl e = RandonBanpl e [popul ati on, sanpl eSi ze];
ml = Mean [sanpl e];
m2 = Vari ance [sanpl e] + Mean [sanpl e] " 2;

Solve the method of moments equations (this solves equations (5) above)
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mlz
eql = al phaEstimate == ——;
ne - m?
] ml
eg2 = | anbdaEsti mate == ——;
ne - m?

sol =First eSol ve[{eql, eqg2}, {al phaEstinmate, | anmbdaEsti mate}]
a = al phaEsti mate /. sol ;
A =l anbdaEsti mate /. sol;

a
std = —;
AZ

out[48]= ‘ {al phaEsti mate » 1. 13439, | anbdaEsti mate —» 0. 536265}

Plot the Gamma PDF using the above estimated parameters on top of the data

In[58]:=

out[59]=

pl = Pl ot [PDF[GammaDi stribution[a, A], X1,
{x, 0, 3std}, PlotStyle -» {Red, Thick}, PlotRange » All ];
Show[ {gpz, pl}, AxeslLabel -»"Fitting Gamma distribution on data
usi ng nethod of nmonents to estimate PDF paraneters"]

Fitting Gamma distribution on data using method of moments to estimate PDF parameters

Appendix

A function to plot histogram
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1= | Needs["BarCharts "]
nmaMakeDensi t yHi st ogram[ori ginal Data_, nBins_]: =

l\/bdule[{freq, bi nSi ze, from to, scal eFactor, j, a, currentArea},

to = Max[original Data];

from=Mn[original Datal;

bi nSi ze = (to -from) /nBi ns;

freg = Bi nCount s [ori gi nal Dat a, binSize];
current Area = Sum[bi nSi ze xfreq[i 1, {i, nBins}];

freq
freg= ——;
current Area

a=from
Table[{a+ (j -1) »binSize, freqj 1, binSize}, {j, 1, nBins}]
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