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1 Discussion
The following HYPR based algorithms
were analyzed in terms of their mathemat-
ical formulation. In addition, their prop-
erties were studied by simulation[7] un-
der different conditions. The algorithms
are: Original HYPR (O-HYPR)[4], Wright-
Huang variation of HYPR (W-HYPR)[2],
Iterative HYPR (I-HYPR)[1] using original
HYPR as its kernel, Iterative HYPR using
Wright-Huang HYPR (IW-HYPR)[7] as its
kernel, and HYPR-LR[5].

For each algorithm, its mathematical for-
mulation is given, its attributes and the
situations in which the algorithm is known
to work best and where the algorithm can
have difficulty in terms of the quality of
reconstruction are both outlined.

1.1 Original HYPR
1. Mathematical formulation: HYPR

image for time frame k is Jk and is

given by Jk = 1
Np

C

Np∑
i=1

Pi

Pci
where Np

is the number of projections per time
frame, C is the composite image, Pi

is the unfiltered backprojection im-
age from a projection obtained from
the original data and Pci is the un-
filtered backprojection image from a
projection obtained from the compos-
ite image C. The subscript i indi-
cates that the angle θi was used for
the backprojection operation.

2. Attributes: Generates HYPR images
with good SNR and good temporal
and spatial characteristics.

3. Situations where algorithm is best
applied to: Images with high sparsity
and limited object movements.

4. Situations where algorithm can face
difficultly: When objects with very
different temporal behavior are very
close to each other: "it has been
shown that HYPR reconstruction re-
sults in inaccurate representation of
signal changes in more spatially and
temporally complex data"[1] In ad-
dition, there is also the issue of
crosstalk, which results when two ob-
jects with varying temporal charac-
teristics are close to each (case veri-
fied by simulation): "as the sparsity
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and spatiotemporal correlation dete-
riorate, there can be crosstalk of sig-
nals from different portions of the
imaging volume"[5]

1.2 Wright-Huang HYPR
1. Mathematical formulation: HYPR

image for time frame k is Jk =

C

(
Np∑
i=1

Pi

/
Np∑
i=1

Pci

)
.

2. Attributes: In addition to the at-
tributes of the original HYPR, this
algorithm is able to maintain good
SNR during reconstruction when
noise is present in a way that is
more acceptable than with the origi-
nal HYPR. This was confirmed using
simulation when this algorithm was
used as the iterative step of iterative
HYPR where it was observed that
the algorithm has suppressed noise
amplification better than the origi-
nal HYPR was able to do with the
same data.

3. Situations where algorithm can face
difficultly: Similar situations as with
the original HYPR discussed above.

1.3 Iterative HYPR using
original HYPR

1. Mathematical formulation: This
method is an iterative HYPR. In the
initial step the original HYPR algo-
rithm is run. The set of generated
HYPR images are then used in the
next step as the composite images

for the purpose of generating the fol-
lowing set of HYPR images. Hence
in each step beyond the initial step,
the composite image is replaced as
many times as there are time frames.
This composite image replacement
causes better temporal characteris-
tic in the generated HYPR images
as the composite image being used
each time would span smaller time
window than the case would be with
the original HYPR algorithm.

2. Attributes: Improves over original
HYPR by improving the temporal
characteristics of the reconstructed
images. The error between HYPR
image and user images (as mea-
sured by relative mean squared er-
ror, RMSE) is reduced with more it-
erations. When no noise was present,
the error reduction continued with
more iterations but after about 5-10
iterations, little improvement was ob-
served to justify the iterative process
continuing for much longer.

3. Situations where algorithm is best
applied to: Images with complex or
non-uniform temporal characteristics
and nonsparse objects.

4. Situations where algorithm can face
difficultly: When noise is present in
original MRI data, I-HYPR will re-
sult in amplification of noise as addi-
tional iterative steps are taken and
hence reducing the accuracy of recon-
struction.
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1.4 Iterative HYPR using
Wright-Huang HYPR

This new algorithm first conceived and im-
plemented during this study. Simulation of
this new algorithm confirmed that this al-
gorithm reduces noise amplification by a
much larger amount than I-HYPR could
during the iterative process.

1. Mathematical formulation: Similar
to I-HYPR but uses Wright-Huang
HYPR as its kernel.

2. Attributes: Similar to I-HYPR ex-
cept it is able to improve RMSE as
described above more than I-HYPR.

3. Situations where algorithm is best
applied to: When more improvement
of the temporal characteristics of the
HYPR images are desired but noise
in data is an issue.

4. Situations where algorithm can face
difficultly: As with I-HYPR, the
main difficulty is in how to determine
the number of iterative steps needed
to terminate the algorithm. This be-
comes more important when noise is
present.

1.5 HYPR-LR
1. Mathematical formulation: HYPR

image for time frame k is Jk =

C

[(
F ⊗

Np∑
i=1

P̃i

)/(
F ⊗

Np∑
i=1

P̃ci

)]
Where P̃i is the filtered backprojec-
tion from the original data and P̃ci is
the filtered backprojection from pro-
jections obtained from the composite

image. F is a low pass filter which
is convolved with the backprojection
images.

2. Attributes: "Unlike HYPR, the new
HYPR LR method can be applied
to images acquired with arbitrary k-
Space trajectories. and reconstruc-
tion time is significantly shorter than
for iterative methods and the origi-
nal HYPR algorithm."[5]. The above
quote from the cited paper where it
refers to shorter reconstruction was
not verified by simulation due to time
limitation. However, HYPR-LR was
tested in simulation and was found
to perform well. [7]

3. Situations where algorithm is best
applied to: "It is suitable for a broad
range of medical imaging applications
involving serial changes in image se-
quence"[5]

4. Situations where algorithm can face
difficultly: The problem of crosstalk
which was mentioned in the original
HYPR remains present here. How-
ever, the use of sliding window for
the construction of the composite im-
age can be used to reduce this. This
was not verified by simulation due to
time limitation.

2 Simulation result
HYPR simulation software allows one to
execute many scenarios and test cases.
Here we show the result of two studies that
used a set of images (the phantom clip) sup-
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plied to us by GE Healthcare where the im-
ages exhibit large degree of temporal and
spatial dynamics. The HYPR algorithms
were run using this clip as input both
under the presence of noise and without
noise. Noise was Gaussian with zero mean
and standard deviation was set at 5% of
the maximum projection from all the orig-

inal projections. For all test cases, 8 time
frames and 8 projections per time frame
was used. For the iterative algorithms, 10
iterations were used. The results below are
the average RMSE value, which represent
the average error in the reconstruction of
HYPR images. The smaller this value, the
more accurate the algorithm is considered1.

test O-HYPR W-HYPR HYPR-LR
I-HYPR
1st 10th

IW-HYPR
1st 10th

No noise 6.83 6.77 6.7 6.83 5.41 6.77 5.55

With noise 10.76 9.55 13.7 10.76 14.22 9.55 11.436

2.1 Noise analysis

Handling of noise by each algorithm was
analyzed as follows. A copy of the noise
signal being added to each projection was
used on its own as the input to each HYPR
algorithm. In other words, each noise sig-
nal was treated as a projection on its own.
When each test starts, two separate com-
putations are started: one which process
the original projection with the noise sig-
nal added to it (in quadrature), and an-
other which process the noise signal only.
At the end of the above two separate com-
putations, 2 sets of HYPR images would
result. The mean µ and the standard de-
viation σ of each HYPR image generated
from the noise computation was then com-
puted and the rmse =

√
µ2 + σ2for each

HYPR image was found. The following ta-
ble contains the average of the above rmse
values over all the HYPR images that was
generated.

O-HYPR W-HYPR HYPR-LR
0.1004 0.0004 0.0938

2.2 Analysis of simulation
results

The first table above shows that with-
out noise, O-HYPR, W-HYPR and HYPR-
LR performed equally well. When iterative
HYPR was run, we observe that I-HYPR
and IW-HYPR performed equally well.

When noise was added, W-HYPR was
more accurate than O-HYPR. HYPR-LR
did not perform as well. But we must note
that HYPR-LR can be used with different
low pass filters and the size of each filter
can be altered as well. Hence it is possi-
ble that there exist different low pass filter
which can do better than the one used in
this particular test. We notice also that
when iterative HYPR was run with noise
present, the error became larger with more
iterations. This is because noise was be-

1For the HYPR-LR, the circular low pass filter was used with filter size set at 20 pixels.
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ing amplified in the process. Notice how-
ever that IW-HYPR had less noise ampli-
fication than I-HYPR. The second table
above shows how each algorithm responded
to the noise signal only. We observe that
W-HYPR had a much smaller rmse. This
correlates well with the findings of using
IW-HYPR vs. I-HYPR given in the first
table above.

3 Conclusion
Five HYPR based MRI image reconstruc-
tion algorithms were analyzed and sim-
ulated. Each algorithm has different at-
tributes that need to be examined based
on the type of data and the type of ac-
quisition before selecting which algorithm
to use. Therefore, the choice of which al-
gorithm to select needs to be examined
on a case by case basis. However, there
are general guidelines that we can propose
in selecting an algorithm. When noise is
present, maintaining a good SNR is a re-
quirement that leads one to select the W-
HYPR. When the images are less sparse
and the temporal characteristics are more
dynamic, one can choose the HYPR-LR al-
gorithm. When the images are more sparse
and motion of objects is less prevalent and
noise is limited, then one can select the
O-HYPR.
Finally, when improvement of the tempo-
ral characteristics of the generated HYPR
images are needed, I-HYPR can be used.

If noise is present, IW-HYPR is the pre-
ferred method since it can suppress noise
amplification more than I-HYPR.
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