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1.1 links

1. [Professor Leslie M. Smith web page|

2. |piazza class page| Needs login



http://www.math.wisc.edu/~lsmith/
https://piazza.com/wisc/spring2017/neema548/home

1.2. syllabus CHAPTER 1. INTRODUCTION

1.2 syllabus

NE 548
Engineering Analysis 11
TR 11:00-12:15 in Van Vleck B341

Leslie Smith: Ismith@math.wisc.edu, Office Hours in Van Vleck Tuesday/Thursday 12:30-
2:00, http://www.math.wisc.edu/ Ismith.

Textbook 1 Required: Advanced Mathematical Methods for Scientists and Engineers,
Bender and Orszag, Springer.

Textbook 2 Recommended: Applied Partial Differential Equations, Haberman, Pear-
son/Prentice Hall. This text is recommended because some of you may already own it (from
Math 322). Almost any intermediate-advanced PDEs text would be suitable alternative as
reference.

Pre-requisite: NE 547. If you have not taken NE 547, you should have previously taken
courses equivalent to Math 319, 320 or 340, 321, 322.

Assessment: Your grade for the course will be based on two take-home midterm exams
(35% each) and selected homework solutions (30%). The homework and midterms exams
for undergraduate and graduate students will be different in scope; please see the separate
learning outcomes below. Graduate students will be expected to synthesize/analyze material
at a deeper level.

Undergraduate Learning Outcomes:

e Students will demonstrate knowledge of asymptotic methods to analyze ordinary differ-
ential equations, including (but not limited to) boundary layer theory, WKB analysis
and multiple-scale analysis.

e Students will demonstrate knowledge of commonly used methods to analyze partial
differential equations, including (but not limited to) Fourier analysis, Green’s function
solutions, similarity solutions, and method of characteristics.

e Students will apply methods to idealized problems motivated by applications. Such ap-
plications include heat conduction (the heat equation), quantum mechanics (Schrodinger’s
equation) and plasma turbulence (dispersive wave equations).

Graduate Learning Outcomes:

e Students will demonstrate knowledge of asymptotic methods to analyze ordinary differ-
ential equations, including (but not limited to) boundary layer theory, WKB analysis
and multiple-scale analysis.

e Students will demonstrate knowledge of commonly used methods to analyze partial
differential equations, including (but not limited to) Fourier analysis, Green’s function
solutions, similarity solutions, and method of characteristics.

e Students will apply methods to idealized problems motivated by applications. Such ap-
plications include heat conduction (the heat equation), quantum mechanics (Schrodinger’s
equation) and plasma turbulence (dispersive wave equations).
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e Students will apply methods to solve problems in realistic physical settings.

e Students will synthesize multiple techniques to solve equations arising from applica-
tions.

Grading Scale for Final Grade: 92-100 A, 89-91 AB, 82-88 B, 79-81 BC, 70-78 C, 60-69
D, 59 and below F

Midterm 1: Given out Thursday March 2, 2015 and due Thursday March 9, 2017.
Midterm 2: Given out Thursday April 27, 2017 and due Thursday May 4, 2015.

Homework: Homework problems will be assigned regularly, either each week or every other
week, paced for 6 hours out-of-class work every week. Homework groups are encouraged,
but each student should separately submit solutions reflecting individual understanding of
the material.

Piazza: There will be a Piazza course page where all course materials will be posted. Piazza
is also a forum to facilitate peer-group discussions. Please take advantage of this resource to
keep up to date on class notes, homework and discussions.

Piazza Sign-Up Page: piazza.com/wisc/spring2017/neema548
Piazza Course Page: piazza.com/wisc/spring2017/neema548/home
Course Outline
Part I: Intermediate-Advanced Topics in ODEs from Bender and Orszag.

1. Review of local analysis of ODEs near ordinary points, regular singular points and irregular
singular points (BO Chapter 3, 1.5 weeks)

2. Global analysis using boundary layer theory (BO Chapter 9, 1.5 weeks).

3. Global analysis using WKB theory (BO Chapter 10, 1.5 weeks).

4. Green’s function solutions (1 week)

5. Multiple-scale analysis (BO Chapter 11, 1.5 weeks).

Part II: Intermediate-Advanced Topics in PDEs

1. Review of Sturm-Liouville theory and eigenfunction expansions (1.5 weeks)
. Non-homogeneous problems and Green’s function solutions (1.5 weeks)

2
3. Infinite domain problems and Fourier transforms (1.5 weeks)
4. Quasilinear PDEs (1.5 weeks)

5

. Dispersive wave systems (time remaining)
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2.1 Review of ODE’s
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3.1 HWI1

3.1.1 problem 3.3 (page 138)
3111 Partc

problem Classify all the singular points (finite and infinite) of the following

xQ-x)y"+(c-(@+b+1)x)y —aby =0
Answer
Writing the DE in standard form
Y’ Py +q)y=0

. c—(a+b+1)x/_ ab —0
x(1-x) Y x(l—x)y_
p(x) q(x)
—_——
- c _(a+b+1) , ab _0
AN VYT S T xd-x "

x = 0,1 are singular points for p (x) as well as for q (x). Now we classify what type of singularity
each point is. For p (x)

gy 0 = iy

c (a+b+1)
(x(l—x)_ 1-x) )

( c x(a+b+1))

1-x) 1-x)

Hence xp (x) is analytic at x = 0. Therefore x = 0 is regular singularity point. Now we check
for g (x)

. 2 T 2 _ab

lim ¥ () =
3 —xab
_xl—I>I(1J (1—x)

=0

Hence x?g (x) is also analytic at x = 0. Therefore x = 0 is regular singularity point. Now we
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look at x =1 and classify it. For p (x)

lirri(x—l)p(x):hni(x_l)( c (a+b+1))

x(1-x) (1-x)

—C (a+b+1)
—hm(x 1)( e _1) -1 )
:chi_r)r%(_?+(a+b+1))

=—c+(@a+b+1)

Hence (x —1)p(x) is analytic at x = 1. Therefore x =1 is regular singularity point. Now we
check for g (x)

limn (x - 1)%q(x) = limn (x - 1)° ( (;”_bx))

= hm (x-1) (

(x -
—hm(x 1)( )

Hence (x —1)*g(x) is analytic also at x = 1. Therefore x = 1 is regular singularity point.
Therefore x = 0,1 are regular singular points for the ODE. Now we check for x at co. To

check the type of singularity, if any, at x = oo, the DE is first transformed using
1

x=< 1)
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This transformation will always results in [|new ODE in t of this form

2y (PO+2) 90

3 12 wY s 0 @
But
- b+1
PO =p@| 1= (%) )
c—(a+b+1) %
= 1 1
;@‘ﬁ
~ ct?—t(a+b+1)
_ o (3)
And
ab
q(t) = q(x)|x:1 - (_x(1 —x)) 1
B ab
== -
;@‘ﬁ
abt?
_ a (4)
et x = %, then
d ddt d

And

d d?

=12 |-2t— -2 —

(25 #4)
d d?
=28 — + 4 —
ST

The original ODE becomes

d dz d
(Zﬁa + t4ﬁ)y+ P (_tzﬁ)y+ 10y =0
(2P +thy") = Pp(y +q M)y =0
ty” + (-2p(H) +28)y +q(Hy =0

—p(t) +2t)

" , . 9@
y+( 7Vt gy=0

42
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Substituting equations (3,4) into (2) gives

c—t(a+b+1) abt?
(_( - )+2t)+(_<t—1>)

y'+ 2 a Y =0
o (te-D-Petr@rb+1)t) ab )
yor 2(t-1) Y "ee-1n’"

Expanding
p(t) q(t)
—_——
, (2t—1—tc+a+b), ab
Y+

F(E—1) T A
We see that t = 0 (this means x = oo) is singular point for both p(x),q(x). Now we check
what type it is. For p ()

. T 2 c (a+b+1)
Pi%tp(t)_%li%t(t O t(t—l))

L tc (a+b+1)
‘H%(Z‘(t—l)* (t-1) )
=1-a-b

tp (t) is therefore analytic at t = 0. Hence t = 0 is regular singular point. Now we check
for q ()

9 o ab
b £ (8) = lim £ ( t2(t—1))

1 —ab
B tl—%((t—l))

t2q (t) is therefore analytic at t = 0. Hence t = 0 is regular singular point for ¢ (). Therefore
t = 0 is regular singular point which mean that x — oo is a regular singular point for the
ODE.

Summary

Singular points are x = 0,1. Both are regular singular points. Also x = co is regular singular
point.

3.11.2 Part (d)

Problem Classify all the singular points (finite and infinite) of the following
xy'+b-x)y —ay=0
solution

Writing the ODE in standard for
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We see that x = 0 is singularity point for both p (x) and g (x). Now we check its type. For p (x)
(b -x)

gy )=
=b

Hence xp (x) is analytic at x = 0. Therefore x = 0 is regular singularity point for p (x). For g (x)

v =ty
xl_I)I(I]x 1 (X) xl_I)I(l)x X
= lim (-
g (-2
=0
Hence x?g (x) is analytic at x = 0. Therefore x = 0 is regular singularity point for g (x).

Now we check for x at co. To check the type of singularity, if any, at x = co, the DE is first
transformed using

1
- 1
t M

X =
This results in (as was done in above part)

2y (PO+2) g0

FZ? g ¥=0
Where
b-x
p(t) = 0=
x=l
[e-3)
-1
=(bt-1)
And g (t) = _Z = —at Hence the new ODE is
d?y  (-(bt-1)+2t) at
wt— 7l
dy -bt+1+2t a
wt— e Y=o
Therefore t = 0 (or x = o) is singular point. Now we will find the singularity type
. . bt +1+2¢
iy = (=5
) (—bt +1+ Zt)
=lim|————
t—0 t
=&

Hence tp(t) is not analytic, since the limit do not exist, which means ¢ = 0 is an irregular
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singular point for p (t) . We can stop here, but will also check for g ()
20 () = Tim 2 (=2 )
iy 00 = iy
= lim (—E)
t—0 t
=
Therefore, t = 0 is irregular singular point, which means x = co is an irregular singular point.
Summary

x = 0 is regular singular point. x = oo is an irregular singular point.

3.1.2 problem 3.4
3121 partd

problem Classify x = 0 and x = oo of the following

1
nyu = yex

Answer

In standard form
1

’7 er —
y'-zy=0
1

Hence p(x) =0,g9(x) = —i—i. The singularity is x = 0. We need to check on g (x) only.
1
20 () = T 2 | =
it < imy[-

1
= lim (—ex)
x—0
1 1

1
The above is not analytic, since lim,_,y+ (—eE) = oo while lim,_,(- (—ei) = 0. This means e~ is

not differentiable at x = 0. Here is plot ex near x =0

45



3.1. HW1 CHAPTER 3. HWS

Plot of exp(1/x)

— — T T — —T —

600 1

f(x)
N
o
o

200 1

-04 -0.2 0.0 0.2 0.4

. . . . . 1,
Therefore x = 0 is an irregular singular point. We now convert the ODE using x = 7 in order

to check what happens at x = co. This results in (as was done in above part)

“y 10

2T ay=0

But
90 = ()|

— _tzef
Hence the ODE becomes
_tZet
y'-—ay=0
ot
y'+zy=0
We now check g (t).
o Y
g = iy
= lime!
t—0
=1

This is analytic. Hence t = 0 is regular singular point, which means x = oo is regular singular
point.

Summary x = 0 is irregular singular point, x = oo is regular singular point.

46



3.1. HW1 CHAPTER 3. HWS

31.2.2 Parte
problem

Classify x = 0 and x = oo of the following

(tanx)y’ =y
Answer
’ _ =0
Y tan xy
The function tan x looks like
tan(x)
6 L
4F
2 L
=
= 0
©
—2F
s
-6l
-7T -z 0 z b

is not

Therefore, tan (x) is not analytic at x = (n - %) 7t for n € Z. Hence the function tai =

analytic at x = nm as seen in this plot

1/tan(x)
6" vvvvvvvvvvvvvvvvvvvvvvvvvv
4k
— 2r
)
E 0
- ot
—4F
-6F
Tn -z 0 z g
X
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Hence singular points are x = {---,-2m,-m,0, 7,27, ---}. Looking at x =0
1
li =1
xl—r>% xp (%) xl—r>% (xtan (X))

dx
1 dx
- }Cli% [ dtan(x) ]
dx
1
= 111m >
x—0 secs x
= lim cos? x

x—0

=1

Therefore the point x = 0 is regular singular point. To classify x = co, we use x = % substitu-
d d dt d

. a4 _ £ @“ _ 2_
tion. el t y and the ODE becomes
(—tzi)y - y=0
dt tan (%)
1
—12y — ~y =0
tan (—)
t
, 1
v Y
2 tan (?)
Hence

P 2 tan(%)

This function has singularity at t =0 and at t = % for n € Z. We just need to consider t =0
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since this maps to x = co. Hence

iy )= i

t=0 ttan(?)

= lim — lim -
t—0 tan (l) L’hopitals t—0 secz(?)

= lim

1
t—0 SeCZ (?)

1
= lim [ cos? (—)

t—0

The following is a plot of cos? (1) as t goes to zero.

i
1
cosz(—)
t

NS
NS

This is the same as asking for lim,_,, cos? (x) which does not exist, since cos (x) keeps
oscillating, hence it has no limit. Therefore, we conclude that tp(t) is not analytic at t = 0,
hence t is irregular singular point, which means x = oo is an irregular singular point.

Summary

x = 0 is regular singular point and x = co is an irregular singular point
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3.1.3 Problem 3.6
3131 partb

Problem Find the Taylor series expansion about x = 0 of the solution to the initial value
problem

y' =2xy' +8y =0
y(©0)=0
y (0)=4
solution

Since x = 0 is ordinary point, then we can use power series solution

y(x) =), a,x"
n=0
Hence

o0 (o) (o)
Y (x) = D na, "= Y na,x =Y (n+1) 41"
n=0 n=1 n=0

Yy (x) = Z nn+1)a,1x" 1 = E nn+1)a,.1x" 1 = E (n+1)(n+2)a,,x"

n=0 n=1 n=0

Therefore the ODE becomes

2 (m+1)(n+2)a, x" —ZxE m+1)a, 1x"+8 Zanx” =0

n=0 n=0 n=0
D +1) (1 +2) a40x" = D 2(n+1) gy x™ + Y, 82,2 =0
n=0 n=0 n=0
Z m+1)(n+2)a,,x" - 2 2na,x" + Z 8a,x" =0
n=0 n=1 n=0

Hence, for n = 0 we obtain
m+1)(n+2)a,x" +8a,x" =0
2a5 + 8ay =0
a, = —4a,
Forn>1
m+1)(n+2)a,n —2na, +8a, =0
2na, — 84,
a, 2n - 8)
T+l (n+2)

Hence forn =1
_ aq (2 - 8) _
BT Arna+y A
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Forn=2
,(22)-8) 1 1 4
a4=m=—§a2=—§(—4ﬂo)=§ao
Forn=3
W m@®® 111
T @B+1)B+2)  10° 100 Y 10!
Forn=14
BEACICE N
4+1)(4+2)
Forn=>5
_as@®-8 1 _1(1 \_ 1
B+ DGry AT 2 (10”1) - 210™
Forn==6
a6 (2(6)-8) 1
8= 6rD6r 14760
Forn=7

M-8 1 11 )\ 1
( )_2520”1

BT Ti )T+ 1277 12\ 210™

Writing now few terms

y(x) = )] a,x"
n=0

= agx? + agxt + ayx? + azx® + agxt + asx° + agx® + a;x” + agx® + agx® + -+

4 1 1
= ay + a1x + (—4ap) X2 + (—a;) X + zapx* + —a;X° + 0+ —a3x” + 0 + axd + -

3 10 210 2520
4

1 1
34+ —agxt + —ayx®

1
7 9
+ —a X+ —=—=a1x + -
3 10 ! 1

= —4ayx? —
ag + a1 x apXx ax 210 2520
2, 44 3,1 s
=ag|1—-4x +§x +ag{x—x"+—=x"+

1

1
— x4 ——x9 4 ... 1
10" T 20" T 250" T ) @)

. . 4 .
We notice that a; terms terminates at 3x4 but the 4, terms do not terminate. Now we need
to find ag, a; from initial conditions. At x = 0,y (0) = 0. Hence from (1)

OZHO

Hence the solution becomes

(2)

1. 1
_ N S S Y. SN - BN
vy al(x ¥ T 210" T 250" )

Taking derivative of (2), term by term
5 7 9
’ — 1 =312 + — x4+ 46 8 1 ...
Y (x) al( 3x° + 0" + o~ + 7530~ + )

Using v’ (0) = 4 the above becomes

4:ﬂ1
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Hence the solution is
y(x)=4[x-x3+ lx5 + L9c7+ Lx9 + oo
10 210 2520

2 2 1
x)=4x -4 + %+ —x" + —x7 + -
y @) 5 105 630

The above is the Taylor series of the solution expanded around x = 0.

3.1.4 Problem 3.7

Problem: Estimate the number of terms in the Taylor series (3.2.1) and (3.2.2) at page 68 of
the text, that are necessary to compute

Ai(x) and Bi(x) correct to three decimal places at x = +1, 100, £10000

Answer:
) -2 00 x3n -4 00 X3n+1
Al(x):332—2—33 2—4 (3.2.1)
n=0 9"n![’ (n + 5) n=0 9"p![’ (n + 5)
-1 00 x3l’l -5 0 x3n+1
Bi(x)=3% ), ————-3% ), ————— (3.2.2)

n=0 9"n!T" (n + ;) n=0 9"u!T’ (n + i;)

The radius of convergence of these series extends from x = 0 to +co so we know this will
converge to the correct value of Ai(x),Bi(x) for all x, even though we might need large
number of terms to achieve this, as will be shown below. The following is a plot of Ai (x)
and Bi (x)

ozj\j\/\/ ] 0::\ /\ /\ /\ /\ |
MAAAYAVARE

-10 -5 0 5 10 -10

0

X X

52



3.1. HW1

CHAPTER 3. HWS

3.1.41 AiryAl series

. ) (N+1)"
For Ai(x) looking at the i term
2 K3N+D) -4 (3N+2
33 —-33
9N+1(N+1)!r(N+1+§) 9N+1(N+1)!r(N+1+§)
A= 3‘_2 XN 311 (3N+1
3 - 3 -
9NN!F(N+§) 9NN!r(N+‘-;)

This can be simplified using I' (N + 1) = NI' (N) giving
I‘((N+g)+1) = (N+ g)1"(N+ %)
3 3 3
P((N+é)+1) = (N+ L—L)I‘(N+ L—L)
3 3 3

-2 —4
373 3(N+1) 373 3N+2

Hence A becomes

9N+1(N+1)!(N+§)F(N+§) - 9N+1(N+1)!(N+§)F(N+§)

A=

-2 -4
373 x3N 373 x3N+1

9NN!r(N+§) 9NN!r(N+§)
Or

-2 -4
373 3N+1) 373 43N+2

B 9(N+1)(N+§)F(N+§) - 9(N+1)(N+§)F(N+§)

-2 -4
373 3N 373 x3N+1

r(N+§) - r(N+§)

2 4 4 2 2 2
3?x3<N+1>(N+5)r(N+5)—3?x3N+2(N+5)r(N+§)

9(N+1)(N+§)1‘(N+g)(N+§)r(N+§)

2 4 2 2
37x3Nr(N+§)—3?x3N+lr(N+5)

r(m%)r(m%)

2 4 4 2 2 2
3Tx3<N+1)(N+§)r(N+5)—3Tx3N+2(N+§)r(N+§)

A 9(N+1)(N+§)(N+§)

2 4 4 2
373 x3NT(N+ 5) -3 x3N+1F(N+ 5)
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For large N, we can approximate (N + g) , (N + i;) ,(N +1) to just N+1 and the above becomes

22 4 4 2
3?x3<N+1>r(N+5)-3?x3N+2r(N+§)

9(N+1)2

A= =2 4 -4 2
375 y3NT (N + 5) _33 x3N+1r(N + 5)
Or
=2 4 -4 2
373 x3Ny3T (N + 5) — 33 x3Ny2r (N + 5)
A= ) —4
9(N +1)? (3?x3Nr (N + g) — 373 x3NyT (N + g))
Or
0.488:3Nx2 (xr (N + ‘-‘) — 0.488T (N + %))
A= 3 3

(0.488)9 (N + 1)2 ¥3N (r (N + %) —0.488xT (N + g))

X
= 2
9(N +1) F(N+ ‘33) —0.488xT (N+ g)

) T (N+ ;3) —0.488T (N+ g)

2 xr(N+§)—o.488r(N+§)
We want to solve for N s.t. 5 " >+ |1 < 0.001.
I(N+1) F(N+§)—O.488xl"(N+§)
Forx=1
, I‘(N+ g)—o.488r (N+ f;)
- d > <0001
9(N +1) r(N+ 5) —O.488F(N+ 5)
— <0001
9N +1)
9(N +1)* > 1000
1000
(N+1)% > —
1000
N+1>4/—
9
N > 9.541
N=10
For x =100

4 2
Log2 [ 100r (N + 5) — 0.488T (N + 5)
<0.001

9(N +1)* P(N + ‘g*) —0.488 (100)T (N + g)

I could not simplify away the Gamma terms above any more. Is there a way? So wrote small
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function (in Mathematica, which can compute this) which increments N and evaluate the
above, until the value became smaller than 0.001. At N = 11,500 this was achieved.

For x = 10000

100T (N + g) —0.488T (N + %)

100007 3

. . — || < 0001
9(N+1) F(N + 5) -0.488 (10000)F(N + 5)

Using the same program, found that N = 11,500,000 was needed to obtain the result below
0.001.

For = -1 also N = 10. For x = =100, N = 10,030, which is little less than x = +100. For
x = —=10000, N = 10,030,000

Summary table for AiryAl(x)

X N

1 10

-1 10

100 11,500
-100 10,030
10000 | 11,500,000
-10000 | 10,030,000

The Mathematica function which did the estimate is the following

estimateliryAi[x_, n_] := (x72/(9*(n + 1)72))*((x+xGamma[n + 4/3] -
0.488*Gamma[n + 2/3])/(Gamma[n + 4/3] - 0.488*x*Gamma[n + 2/3]))
estimateAiryAi[-10000, 10030000] // N

-0.0009995904

estimateAiryAi[100, 11500] // N

0.000928983646707407

estimateAiryAi[10000, 11500000] // N

0.000929156800155198
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3.1.4.2 AiryBI series

For Bi(x) the difference is the coefficients. Hence using the result from above, and just
replace the coefficients

-1 4 -5 2
3% 3N3T (N + 5) _ 35 3N2T (N + 5)
A= 1 5

9(N +1)? (3?x3Nr (N + ;3) — 35 3Ny (N + ;))

2 (xr (N + g) — 0.604 39T (N + g))

9(N +1)> (r (N + ‘-;) ~0.604 39T (N + g))
Hence for x =1, using the above reduces to

———— < 0.001

9(N+1)
Which is the same as AiryAl, therefore N = 10. For x = 100, using the same small function
in Mathematica to calculate the above, here are the result.

Summary table for AiryBI(x)

X N

1 10

-1 10

100 11,290
-100 9,900
10000 | 10,900,000
—-10000 | 9,950,000

The result between AiryAi and AiryBi are similar. AiryBi needs a slightly less number of
terms in the series to obtain same accuracy.

The Mathematica function which did the estimate for the larger N value for the above table
is the following

estimateAiryBI[x_, n_] := Abs[(x"2/(9*(n + 1)72))*((x*Gamma[n + 4/3] -
0.60439*Gamma [n + 2/3])/(Gamma[n + 4/3] - 0.6439*x*Gamma[n + 2/3]))]

3.1.5 Problem 3.8

Problem How many terms in the Taylor series solution to y”’ = x3y with y(0) = 1,3’ (0) =

Y (0) = 0 are needed to evaluate f y (x)dx correct to three decimal places?

Answer

y/// _ x3y =0
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Since x is an ordinary point, we use

o
y= Do
n=0

/

y:

NgE

(o) (o)
na"t =Y na =) (n+1) 4,40x"
n=1 n=0

=
I
o

nn+1)a, X"t = Z nn+1)a, x" 1= Z (n+1)(n+2)a,,x"

Q\
1
NgE

=
Il
o

n=1 n=0

n(n+1)(n+2)a,x" 1 = Z n(n+1)(n+2)a, ,x" !
n=1

244

Yy

I
218

=) m+1)(n+2)(n+3)a,x"
n=0
Hence the ODE becomes

D +1) (n+2) (1 +3) a45x" = x> Y a,x" =0

n=0 n=0
E (n+1)(n+2)(n+3)a, x" - E a,x"*3 =0
n=0 n=0
Z m+1)(n+2)(n+3)a, 3x" — E a,3x" =0
n=0 n=3
Forn=0
M2)B3)az=0
as =0
Forn=1
2)(B)(4)as =0
as =0
Forn=2
as =0

For n > 3, recursive equation is used

m+1)(n+2)(n+3)a,;3—a,3=0

_ an-3
3 = i) (n+2) (n + 3)
Or, forn=3
_ 4
T @06)6)
Forn=4
_ a1 _ 4
TG+ )E+2@+3)  5)6)?)
Forn=5

BT rD6G+2G+3)  6))®E)
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Forn==6
- 3 ~0
BT 6 D) (6+2)(6+3)
Forn=7
0= I D+ (n+3)
Forn=28
- 5 -0
M= 8 i (8+2)8+3)
Forn=9
_ e _ e _ ag
27 911 (9+2)(9+3)  (10)11)12) _ () (5)(6)10) (1) (12)
For n =10
_ az _ az _ a1
M3 10+1)(10+2)10+3) _ ADA2)(3) _ (5)(6)(7)11)(12) (13)
Forn =11

_ as _ as _ ap
WM +2)11+3)  12)13)(14) _ (6)(7)(8)(12) (13) (14)
And so on. Hence the series is

[s¢]
y= E a,x"
n=0

= ag + a;x + ayx® + 0x3 + 0x* + 0x° +

ap 6 aq 7 a» 3
DGO TEHO0 TO0e)
Ao £12 4 ay 13
@) (610112 (5)(6)(7) (1) (12)(13)
ap
"6 7)) (12)(13) (1)

+0+0+0+

x4 +0+0+0+ -

Or
B ap 1 a2
e N CICRMGICI M GIZIC
ag 12 ! 13 22 1

@GO 00012 GO @A) | © @) a2a3)as;

Or

x6

le
¥ = (1 T®HB6) T G e a0ana) )

x7 x13
th (" "BHOO B EOan)a) )

x8 x14
© )6 ©7) ()12 13)ad) )

+a, (x2 +
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1 1
— a1+ ——x6 4 12, ..
y (@) = o ( 120" " 158400 )

fay x4 eyl
! 210 360360

1
+ay [+ =28+ ——x1t+ -
336 733824

We now apply initial conditions y(0) =1,y" (0) =y” (0) =0. When y(0) =1
1= ap

Hence solution becomes

1 1
=114+ —x° 12 4 ...
y® ( 120" T 158400" )

1 LT
+agx+ —=x"+ ————xB+ -
210 360360

1 1
+ 2 84~ A4
a2 (x 336" | 733824 )

Taking derivative

6
’ — =45 11
Y@ (120x " 158400 )

+aq |1+ 7 s + 31 +
a — X+ ————X
1 210 360360

+ay|2x + ix7 + 1—2x13 + .-
336 733824

Applying y’ (0) = 0 gives
0= aq

And similarly, Applying y” (0) = 0 gives a, = 0. Hence the solution is

X6 X12
y<x):”0(1+(4)(5)(6)+(4)(5)(6)(10)(11)(12)+m)
=1+ * x + * L
T TOe6 @O 601 @66 10)(11) 12)16) (17) (1)
A6 12 x18

=1+ —+ + + -
120 158400 775526400

We are now ready to answer the question. We will do the integration by increasing the
number of terms by one each time. When the absolute difference between each increment
becomes less than 0.001 we stop. When using one term For

foly(x)dx:foldx
=1
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When using two terms

=1.001190476

Difference between one term and two terms is 0.001190476. When using three terms
1

1 X6 12 7 13
f 1+ —+ dx =X+ —=+ ———
0 120 158400 840 2059200/,

1
=14+ —+_—
840 2059200
14431567
14414 400

=1.001190962

Comparing the above result, with the result using two terms, we see that only two terms are

needed since the change in accuracy did not affect the first three decimal points. Hence we
need only this solution with two terms only

1
y(x) =1+ —x°

120

3.1.6 Problem 3.24
3.1.61 parte

Problem Find series expansion of all the solutions to the following differential equation
about x = 0. Try to sum in closed form any infinite series that appear.

2xy” -y +x*y =0

Solution

’’ 1 / + X — O
y -5y ToY=
The only singularity is in p (x) is x = 0. We will now check if it is removable. (i.e. regular)

1
li = limx— = =
fimap () = lim x> =2
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Therefore x = 0 is regular singular point. Hence we try Frobenius series
(o)
y(x) = E a,x""
n=0
Y (@)= Y 1+ ) g
n=0

Y’ (x) = Y (n+71)(n+r=1)a,x""2
n=0

Substituting the above in 2x%y”’ — xy’ + x>y = 0 results in

(o) 00 o
222 Y (n+1r)(n+7r=-1)a, "2 = x Y (n+ 1) ax™ "+ x5 4, =0

n=0 n=0 n=0
o o o
2 2(n+1)(n+r—-1)a,x"" - E (n+71)a,x"*" + Z a, X3 =0
n=0 n=0 n=0
o0 [o¢] o
2 2n+ry(n+r-1)a,x™" - Z (n+7)a,x"" + Z a,_3x™" =0 (1)
n=0 n=0 n=3

The first step is to obtain the indicial equation. As the nature of the roots will tell us how
to proceed. The indicial equation is obtained from setting #n = 0 in (1) with the assumption
that ay # 0. Setting n = 0 in (1) gives
2m+ry(n+r-1)a,-(n+r)a,=0
2(r)(r—-1)ag—rag =0
Since ay # 0 then we obtain the indicial equation (quadratic in )
2(n(r-1)-r=0
rr-1-1)=0

r(2r-3)=0
Hence roots are
r=0
3
ry = 5

Since r; — 1, is not an integer, then we know we can now construct two linearly independent

solutions
n (x) = x" Eanxn
n=0

Y2 () = x'2 Y b, x"
n=0

Ul (x) = Zanxn
n=0
3
Yo (x) = D byx""2
n=0
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Notice that the coefficients are not the same. Since we now know r;, 7,, we will use the above
series solution to obtain y; (x) and v, (x).

For y; (x) where r; =0
yi (0 = Pa”
n=0
y (x) = Y naxt = Y na,xtt = (n+1) a,40x"
n=0 n=1 n=0

Yy’ (x) = Dn(n+1) aqx™ = D n(n+1) a0 x™t = D (0 +1) (1 +2) a,40x"
n=0 n=1 n=0

Substituting the above in 2x%y” — xy’ + x*y = 0 results in

202 (1 +1) (1 +2) @40x" = x Y (1 +1) A1 x" + 23D 3,x" = 0

n=0 n=0 n=0
D2 +1) (1 +2) a,40x"2 = Y, (1 +1) A x™ + Y2, a3 =0
n=0 n=0 n=0

22 n-1)(n)a,x" - Enanx” + Ean_3x” =0
n=2 n=1 n=3

For n =1 (index starts at n =1).

—na,x" =0
—a1 = 0
a) = 0

Forn=2
2(n-1)(n)a,x" —na,x" =0
22-1)(2)ay, —2a, =0
2a, =0
a, =0
For n > 3 we have recursive formula

2(n-1)(n)a, —na, +a, 3=0

oW
" n@n-3)
Hence, for n =3
M0 _
T 036-3) 9
Forn=4
= — = O
M=y (2n-23)
Forn=5
= = O
%5 n(2n - 3)
Forn=6
—das —a3 —as ap 1

= ion-3) (6)(12-3) 54 (549(9) 486"°
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And for n = 7,8 we also obtain a; = 0,ag = 0, but for ag
—dg —616 —Aay 1 4
9(2(9)-3) 135 (135) (486) 65610 °

And so on. Hence from Zanx” we obtain
n=0

g =

EIO 1 6 1
=gn — —x3 4+ — —
Y1 (x) = ag = =70 + et — oo

1 ! + 1 X0 1 9+
=a ——x J— - —X
0 9 186"~ 65610

agx’ + -+

Now that we found y; (x).

For vy, (x) with r, = g
3
y(x) = anxn-'—i
n=0
dOEDY n+§ bx""
y 5 | Vn

n=0

1 3 L
v (x ; n+ S|\t 5| bax

Substituting this into 2x%y” — xy’ + x>y = 0 gives

ZxZnZ:O(n+—)( )bx 2—x2(n+ )bx 2+x32b
;::()2(”+%)( )bx”“+2—§](n+ )bx”+2+1+n§%b TP =
22(n+—)(n+§)bnx"+g—2( 3)bx 2+r§)bx 320

NIUJ

=0

n=0
3 3 3 2
22(n+ )( )bxn+2—2( )bx 2+2bn3x 278 -0
2 n=0 n=3
3 3 3 43
22(n+—)(n+—)bnxn+2—2(n+ )bx 2+Ebn 3"z =0
n=0 2 2 n=0 n=3

Now that all the x terms have the same exponents, we can continue.

Forn=0

1 3 3 3 3
2(n+§)(n+§)box2— n+§ bpx2 =0
3

boxE =0

3
b0x5 - (— b0x5 =0
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Hence b, is arbitrary.

Forn=1
1 3 3 3 3
2(n+ 5) (n+ E)bnxn+2 —(n+ 5) b,x""2 =0
1 3 3
2(1+§)(1+§)b1—(1+§)b1=0
5b1:0
b1:0
Forn=2

1 3 3 3 3
2 (n + 5) (n + E) bx""2 — (n + 5) b,xX""2 =0

1 3 3
2(2+§)(2+5)b2—(2+§)b2—0

14b2:0
b2=O

For n > 3 we use the recursive formula

1 3 3
2(n+§)(n+§)bn—(n+E)bn+bn_3—0

b, = _bn—S
" n@n+3)
Hence for n =3
—by _ —bo
3:%25
For n=4,n =5 we will get by =0 and b5 = 0 since b; =0 and b, = 0.
Forn==6
A R YO TS
®T 6(12+3) 90  27(90) 2430
For n =7,n =8 we will get b; =0 and bg = 0 since by =0 and b5 =0

Forn=9
S e e
%9 = n(n+3) 9(18+3) 189 2430(189) 459270

3
+= . .
And so on. Hence, from y, (x) = E b,x""2 the series is
n=0
3b 3 b 3 b 3
0 3+§ 0 6+2 0 9+2

= box2 — — 4+ — —
Y2 () = box2 = 22x 2430° T 159270"

. 3 x> x® x?
o 2 - _ + s
0 (1 27 2430 ~ 459270 )
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The final solution is

y(x) =y1 (x) +y2 (%)
Or

y(x)=a 1——x PRIV S IR ) (O R 2)
0 486 65610 0 27 ' 2430 459270

Now comes the hard part. Finding closed form solution.

3
The Taylor series of cos (%xE \/5) is (using CAS)
13 1 1 1
x2V2)l 21 =S8 4 — a0 - —— 9 4 ... 3
COS(3x ) 0¥ T 186" ~e5610" )

3
And the Taylor series for sin (%xE V2 ) is (Using CAS)

1 3 1 3 15
sin|-x2V2| = = 2——x2 2— .-
(3 ) 37V T E 7290"
1
= x2 2__ 3 N .
=7 (3\/_ \/_+7290’”/_ )
1 1
= V2 [1- P b 4
‘/_x ( 7" * 2130" ) )

Comparing (3,4) with (2) we see that (2) can now be written as
1 3
¥ (x) = ag cos (—xz \/—) sin (—x2 2)
(

b
Or letting ¢ = —

3 3
y (x) = ag cos (%xE \/5) + cgsin (%xE \/E)

This is the closed form solution. The constants a,,c, can be found from initial conditions.

3162 partf

Problem Find series expansion of all the solutions to the following differential equation
about x = 0. Try to sum in closed form any infinite series that appear.

(sinx)y” —2(cosx)y’ — (sinx)y =0
Solution

In standard form

’ COs X ,
y —2( . )y -y=0

S X
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Hence the singularities are in p (x) only and they occur when sinx =0 or x =0, 7, +2m, -
but we just need to consider x = 0. Let us check if the singularity is removable.

4

X X

] ] COS X ] 1__+_'_... 1__+_'_...
limxp (x) = 2limx—— =2limx 23 45 =2lim 22 4;1 =2
x—0 x—0 Smmx x—0 x—x—+x——--- x—>01 g x

31 5! 3l 5

Hence the singularity is regular. So we can use Frobenius series

]/(x) — E a,x"*"
n=0
v (@) = 21+ 1) g,

n=0
Y’ (x) =Y, (n+71)(n+r=1)a,x""2
n=0
Substituting the above in sin (x) y’” — 2 cos (x) ¥’ — sin (x) y = 0 results in

sin (x) Z (n+7r)(n+r-1)a,x"*"2 -2 cos (x) Z (n +7) a,x"*" 1 —sin (x) 2 a,x"" =0
n=0 n=0 n=0

Now using Taylor series for sinx, cosx expanded around 0, the above becomes

2m+1 00

E( 1" (2 +1)'E(n+r)(n+r—1)anx”+r_2
m=0
S n+r1
=0 (2 )
2m+l 00
—mEO< D" (2m+1),2an = 1)

We need now to evaluate products of power series. Using what is called Cauchy product rule,

where
f@g) = (2 bmxm) (Eanxn) =3 S 2
m=0 n=0 m=0n=0
Applying (2) to first term in (1) gives

2 +1 00
" D)"m+r)(n+r-1) 3
_ n+r=2 _ 2m+n+r-1
mzlo( 1)" om +1)'E(n+r)(n+r 1)a,x mz:onz;) Gm+ 1) »
(3)
Applying (2) to second term in (1) gives
1)" (n + r) _
n+r-1 _ 2m+n+r 1
P (2 i & E(n+r)a X mEOnZo T (4)
Applying (2) to the last term in (1) gives
2( ) a2 ia X = i i (= 1) n x2mn+r+1 (5)
o (2m + D! = == 2m + 1)'
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Substituting (3,4,5) back into (1) gives

ZE( D'"m+r)(n+r-1) T ——

m=0n=0 (Zm + 1)' i
-1)" (n+71)
) a 2m+n+r—1
L3 G
_ Z Z = 1) n 2mntr+l —
== 2m +1)'

We now need to make all x exponents the same. This gives

(D" (m+r)(n+r-1) ey
E E Qm+1)! 2
R +T)

-2, E G

m=0n=0

— i i ( 1) In-2 2m+n+r 1 _ =0 (6)

== (2m+1)!

The first step is to obtain the indicial equation. As the nature of the roots will tell us how to

m=0n=0

2m+n+r-1

proceed. The indicial equation is obtained from setting n = m = 0 in (6) with the assumption
that ay # 0. This results in

D" (m+r)(n+r-1) omenirel D" (n+7)
a, -2——a,
2m+1)! (2m)!

(r)(r-=1)ag—2rag=0

ao(rz—r—Zr) =0

Since ay # 0 then we obtain the indicial equation (quadratic in r)
?-3r=0
r(r-3) =

2m+n+r-1 _ 0

Hence roots are
r = 3
Yy = 0

(it is always easier to make r; > r;). Since r; —r, = 3 is now an integer, then this is case II

part (b) in textbook, page 72. In this case, the two linearly independent solutions are
y1(x) = x32anx” = Zanx”+3

v, (x) = ky1 (x) In (x) + x’zzb X = kyy (0) In (x) + Y b, x"
n=0
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Where k is some constant. Now we will find y;. From (6), where now we set r = 3

i i ( 1) (n T 3) (1’1 + 2)a 2m+n++2
B S (2m +1)! "
) i (_1)m (n +3) aan’”*”*Z
m=0n=0 (Zm)'
i i 1) In-2 2m+n+2 =0
o 2m+ 1)'

Form=0,n=1

-1)" (n+3)(n+2) D" (n+3)
a, —2|\—=——a,|=0
2m+1)! (2m)!
(4)(3)a; —2(4ay) =0
a = 0
For m = 0,n > 2 we obtain recursive equation
m+3)(n+2)a,-2mn+3)a,—a,, =0

1. = ) )
" m+3)(n+2)-2m+3) nm+3)

Hence, form=0,n=2

=30
Form=0,n=3
a
3 n(n+3)
Form=0,n=4
ap ap
agr = — =
Y7 4(7) " 280
Form=0,n=5
ﬂ5:0
Form=0,n==6
—ay _ —dy _ —dy

%:6m+m_6m+wawfdmm
Form=0,n=7,a,=0and form=0,n=8
g 1
%87 8®+3) 1330560
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And so on. Since y; (x) = Zanx”+3, then the first solution is now found. It is
n=0

Y1 (%) = apx® + ayx* + a,x° + azx® + ag X’ + asx® + agx® + azx'0 + agx!t + -+

a a a
=g +0- 200+ 0+ —=x7 +0 - ——22 + 0 + 1
¥ 10" 280" 15120" 1330560 0"
2 X x® x8
=ap® |1 - =+ — - + —
10 T 280 15120 © 1330560

The second solution can now be found from

Yo =ky; (x) In (x) + Y, b,x"
n=0

(7)

I could not find a way to convert the complete solution to closed form solution, or even find

closed form for y; (x). The computer claims that the closed form final solution is

y (@) =y (x) +y2 (%)
= ag cos (x) + by (—'VC082 x—1+cosxIn (COS (%) + Vcos? x — 1))

Which appears to imply that (7) is cos (x) series. But it is not. Converting series solution to
closed form solution is hard. Is this something we are supposed to know how to do? Other

by inspection, is there a formal process to do it?
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3.1.7 key solution of selected problems
3.1.71 section 3 problem 8

Problem Statement: How many terms are needed in the Taylor series solution to y"”’ = z3y,
o0

y(0) =1, y'(0) =0, y”(0) = 0 are needed to evaluate [ y(z)dz correct to 3 decimal places?
0

Solution: Let

oo
y= anz"

n=0

o0
y' = g napz" !

n=0

o0 o0 o0
y" = E nn—1)(n— 2az" 3 =23y = 2° E apz" = E anz" 3,
n=0 n=0 n=0

Shift indices by letting n — (n — 6) in the RHS:

oo oo
E anxn+3 — § an_ﬁxn—ii
n=0 n=6

Zn(n—l)(n—Z)anxnf?’ =023 40-27240-27'+3-2-1-a3a’ +4-3-2-auz’
n=0
(e o]
+ 5-4-3-asz® + Z n(n—1)(n — 2)a,z" 3
n=6
From here,

a3 =0, as4=0, a5=0

2" nn—1)(n—2)a, — a,_¢} =0 for n=6,7,8, ...

The recurrence relation becomes:

Solution to D.E. becomes:

o0
y:Zanx”:ao+a1-x+a2~x2+

n=0

a7176{1;‘"]

.- 1
;[n(nf 1)(n—2)
y0)=ag=1==>ap=1

1
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Yy (0)=a;=0==>a; =0
y"(O):2-a2=0:=>a2:0

> 1
y(r) =1+ Z:G —n(n “T(n = 2) Ap—gT"

1 ° 1
[ v =t 3 e e

n+1](1)

> 1
=1 G e D™

n 1 (1) + 1 ( 1
7-6-5-4 13-12-11-10°6- 4

—1 (1) + ...

1 1
S I
* 810 T 2,059,200

1
/ y(x)dz ~ 14 0.00119 4 4.856 x 1077
0

So the 2nd non-zero term is required. All other terms are below the specified tolerance of

0.001.
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3.1.7.2 section 3 problem 6

0

p——. i e

o

"'?@L) b1 "’)\XUI + W =0 (o”() y'(o) = 2}
( A Ay
Lt g;m = 4" s Mo dad

l/l»/()

[,,MOL?'?LNWJ" a1 b, =0 G, =4
J S
P/ Uﬂ‘? e ‘#w !»k/;mmb “ 7L° . OLV}?/V)

0 e

)
= ; 2 - e Bl e —
Zhon (n-)x" = ox 2 nd X" r TE dux FO
h=z n =y =0
f
m= n- 2
& - , R —
e Q/sz} (ﬂf\*'!) 9( + 2 , (‘“41’1"’7 )CI“ KX —O
,,,,,,,, e o = (1

o eg u\\/,;\,l{,n“"l‘-{
[/ A

o

@”‘M"“*'Mnm‘)f v = ) g o

¢ o

?,MJ

= (ﬂ*.&) (l’”"\ Ct,mﬂ — A /n ‘l“) L =0 nzZo
|,«,+e}@/

Smw G =0 z7 ol W en &/L)S e Zerd
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3.1.7.3 section 3 problem 4

b

Ayt = o L]

ke %= O 4 ep L %5 J d»[:fc)

_)(9\ Lb()()‘: - é%F ];'/xj I/Lo"}” Malgj’té, am“" X s =0
=7 T0 0 15 on IN“’LJ,ULV‘ Sm),d\a/ !’()m;f?: |

b xmo with bok

ch %ﬂz + b’ %f% - e (¢) 42 g’ =

= ds - X (“6’) U =0
: ﬂﬁ_ - e c Of/ o
tolt) = A, )= -epl
UJ/L(;L[;;h(; N 5 E(T ;O Y o

X'?oa 5 o resdas SIVL&UZ&/” Fo,r\’c UJC
Uﬂaﬂﬂ@hl } ﬁ‘)h
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3.1.7.4 section 3 problem 24

1 Closed form of Problem 3.24e

In problem 3.24e, we find Frobenius series solutions

(x) = Z apz"te (1)

for a =0, % and recurrence relation on the coefficients:
—a,
(n+a+3)2n+2a+3)

For each a, a; = as = 0, so only the ag; survive. Rewriting the recurrence relation:

an+3 =

—asg —a3g

(B3k+3+a)6k+3+2a)  9(k+1+a/3)(2k+1+2a/3)

To identify a closed-form sum, we need to find the general form of the coefficients as,. Towards this
end, consider the case @ = 0. Now

—1/9 _ (=1/9)* __ (=19

T k=)™ T R — D) k- D2k —3) T T T M @2k — 1™
Now note that

A3k+3 =

(2/@71)!!:%:% = k- (2k — ! =27F(2k),
" _(19)F(=2/9)
G kR ™ T 2k
Therefore,

Z 2/9 23k — 5/2\/_/3 _ aoz gk

k=

where z := £%/21/2/3. We recognize the remaining series as the Taylor series for cos 2, so
2
yo(z) = ag cos z(x) = ag cos <§.’L’3/2> .

For a =5,
A3k+3 = ok = ~ak :
9(k+3/2)(2k+2) 9(k+1)(2k+3)

Following the same argument as before,

_ (=1/9)"
age = mao

This is the same as before, but divided by 2k 4 1, so

2/9 3 V2 3/2
ys/z = aop Z 2k + 1 = apsin (?I .

Therefore, the general solution is

y(@) = yo(x) + y3/2(x) = 1 cos (?13/2> + cysin <\f:c3/2> :
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2 Closed form of Problem 3.24f
Problem 3.24f asks us to solve (sinz)y” — 2(cosz)y’ — (sinx)y = 0. Dividing by sinz,
y" —2(cotx)y —y =0,

so x = 0 is a regular singular point (cot x is not analytic at = 0, but z cot x is). Thus, we can look for
a Frobenius series solution.
Expanding sin z and cos :

—~ D" s\ o a2 e D L -
0= (Z ﬁx ) Z(n +a)(n+a—1ax -2 (Z ((Qm))' T ) Z(n + a)a,x

m=0 n=0 m=0 n=0
- (_1)771 2m+1> - n+a
— xT anT
> | >
<’m—0 (2m + 1) n=0

The lowest order is x*!:
0 =ala —1)ag — 2aag = a(a — 3)ay,

so a = 0,3. We are in case II(b) on page 72.
Let @ = 0. Then

O=<m27(2(m+ 2’"“)%71 n—1)a,z" 2—2(2

/—\

) S

m=0 n=0
- _1)m 2m+1 - n
- 7T ap”.
(mzo o) 3
We solve order-by-order:
$0:0:f2a1:>a1:()7
.’E1:0:2(l272‘2a27a0:>a2:f%’
u k-1
o 2020+ 1) _ 2( +1 (—1)k—t-1
2k k—t ) e
0= -1 2 =)
) 2 Gy e Z LD B 7 Ty e
k1 k+1 & -
_ 20(2¢ 20 (—1)k*
2k+1 . 0= —1)* é+17 _9 k £+17 B =)
’ ;( ) (2k — 20 + 3)! Z k— 20+ 21" ;0(%_2“ 1)1

where k > 1. From the 2% terms, we see that ay,,; depends only on ay,as, ..., az,—1. As a; =0, it is a
simple (strong) induction to show that each ag,.1 = 0.
We use the 22#*1 terms for k = 1 to see that

0= (0ay— 2a; + 22 2 (0a0 - 24y + 2 Lot lay) = L, 2
= (0ap — =ag + —ay | — ag — =ag + —ay | — [ —ap + =a ag=—= | =ag — =as | .
0= g2t T 0= 502+ 704 g o+ a2 4 1\l — 3%
As ay = f%ao, we see that ay = 24 We notice a pattern that these coefficients are starting to look

like those in the Taylor series eXpELIlblOIl of yo(z) = ag cosz, which we now verify by plugging into the
ODE:

(sinx)yg (z) — 2(cos x)yy(x) — (sinz)yo(z) = —agsinx cos x + 2ag cos xsinx — agsinz cosz = 0.

2
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To find the other solution, we use reduction of order: look for a solution of the form y3(x) = v(x) cosx
(we keep the o = 3 subscript to remind us that we expect the Taylor series of our solution to start at
the z3-term). Plugging into the ODE:

(sinz)(v"(x) cos z — 20" (z) sinz — v(x) cos x) — (2 cos z)(v'(x) cos & — v(z) sinx) — (sinx)(v(z) cosz) = 0.
Simplifying,
(sinz cosz)v"(z) — 20 (z) =0 = v'(2) = citan’* 2 = v(v) = ¢;(tanz — ) + .

We set ¢g = 0, since this corresponds to yo(x). Then y3(z) = c1(tanz — z) cosx = ¢1(sinx — x cos x).
The full solution is therefore

y(x) = cocosx + ¢i(sinax — x cos x).
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3.2 HW2

3.21 problem 3.27 (page 138)

Problem derive 3.4.28. Below is a screen shot from the book giving 3.4.28 at page 88, and
the context it is used in before solving the problem

Example 5 Local behavior of solutions near an irregular singular point of a general nth-order
Schrodinger equation. In this example we derive an extremely simple and important formula for
the leading behavior of solutions to the nth-order Schrodinger equation
d"y
dx"

= Q(x)y (3.4.27)

near an irregular singular point at x,,.

The exponential substitution y = ¢* and the asymptotic approximations d*S/dx* « (S')* as
x = xq for k =2, 3, ..., n give the asymptotic differential equation (S')* ~ Q(x) (x = x,). Thus,
S(x) ~ @ [* [Q(t))'"" dt (x — x,), where o is an nth root of unity. This result determines the n
possible controlling factors of y(x).

The leading behavior of y(x) is found in the usual way (see Prob. 3.27) to be

yw)~4eun“ﬂ“"up%aflmorhm} X=X, (3.4.28)

If x, # o0, (3.4.28) is valid if |(x — x,)'Q(x)| — o0 as x — x,. If x4 = 00, then (3.4.28) is valid if
| x"Q(x)| = oo as x — co. This important formula forms the basis of WKB theory and will be
rederived perturbatively and in much greater detail in Sec. 10.2. If Q(x) < 0, solutions to (3.4.27)
oscillate as x — co; the nature of asymptotic relations between oscillatory functions is discussed
in Sec. 3.7.

Here are some examples of the application of (3.4.28):

(a) For y" = y/x%, y(x) ~ cx*4e* 273 (x - 0+).
(b) For y" = xy, y(x) ~ ex™13e39¥*?/% (x - + 0), where ©® = 1.
(c) For d*y/dy* = (x* + sin x)y, y(x) ~ cx~¥2e“**/* (x = + ), where = +1, +i.

Solution
For n'* order ODE, S (x) is given by
S5~ [ Qo a
And (page 497, textbook)
S1(x) ~ 12—_nn In(Q(x)) +c (10.2.11)
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Therefore

y(x) ~ exp(So + S1)
~ exp(a) fo(t)%dH 12_—nn1n(Q(x))+c)

1-n X 1
~ Q@I exp(w [ Q)
Note: I have tried other methods to proof this, such as a proof by induction. But was not

able to after many hours trying. The above method uses a given formula which the book
did not indicate how it was obtained. (see key solution)

3.2.2 Problem 3.33(b) (page 140)

Problem Find leading behavior as x — 0" for x*y’”” - 3x%y’ + 2y = 0

Solution Let
Y = e
y =S¢
Y’ =S"eS + (8')*eS
Y =5"e5+ 5”55 +25'S"eS + S
Hence the ODE becomes
¥ [§7 +35'S" +(5')°] - 322" = 2 1)
Now, we define S (x) as sum of a number of leading terms, which we try to find
5(x) = So (x) + 51 (x) + S (x) + -+

Therefore (1) becomes (using only two terms for now S = 5y + S;)

1424 124 ’ 3 3 /7
(S0 + 511" +3{(So + 51) (So + 51)" | + {(So + 81} = (S0 + 51} = -

(57 + 577} + 3 (S0 + 5 (55 + 7)) + {5 + 1)~ 5 (S5 + 1) = -
st + 517} + 3 [sish + 5551 + Sysp) + {(se) +3(56) 51+ 355 (1)) - S [sp+ S} = -5 @

3 2
Assuming that S >> S, S5y >> S/, (56) >3 (56) S] then equation (2) simplifies to
77 7/’ ’ 3 3 4 2
. 3 3 3 3 . .
Assuming (56) >> 5y, (56) >> 35('S,, (56) >> 55, (which we need to verify later), then
the above becomes

2
(55) ~ A

VeriﬁcatiodE

2When carrying out verification, all constant multipliers and signs are automticaly simplified and removed
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1 7 1 27
x3

W=

. -2
Since Sj ~ (x—4)
x3 x3
assumptions made above, which we used to obtain S;.
3
(56) >> 547
1 1
— > —

4
X X3

Yes.
(S’)3 > 35('S),

Yes.
(56)3 >> j—ZSO

. Assumed balance ise verified. Therefore
2

Yes
3
(86) ~-=
-
Sp ~ wx3
Where w?® = —2. Integrating
-4
So~w fx?dx
_4
~ a)fx 3dx
-1

~ =3wx3

Where we ignored the constant of integration since subdominant. To find leading behavior,

we go back to equation (2) and now solve for S;.

. Now we need to verify the three

(567 + 5t} + 3 (555 + 551 + 5754+ {(55) +3(50) 5 +355(51) - 5 [+ 51) = -

Moving all known quantities (those which are made of S, and its derivatives) to the RHS

going from one step to the next, as they do not affect the final result.
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and simplifying, gives
351

{sy7)+3{sysy +sysp) + {3 (S5)° 81 +38; (51)2} —Sy’ - 3SySy + %56
Now we assume the following (then will verify later)
3(sp) 8 3> 35 (31)°
Sp > SY”
S| >> 57S

(50)
3(5)
3(56)2 1>>> S(S]
5(s1)

Sy) S1>> S7'S;
Hence
35’ 35’
3(S5) Si— -S¢" =35y S¢
(5) 51— 2 o+
But

-4
5o~ wx?
’ 2 2 _—8

-7

Sg ~-——wx3
0 3

2 -10

Sy ~ —wx3
9

Hence (3) becomes
-4

357 28 -Io 4 , 7 4\ Bwxs

Nga)x3+3 ga)x3x3 +

3 (a) x3 ) S -
X2 x2

-10 -11 -10

3w x3S’ —3x725) ~ ga)x 3 +4w%x 3 +3wx 3

-8 -11 -10
For small x, x3 S} >> x2S} and x3 >> x3 , then the above simplifies to

-11

3w x3S’~4a)x3
St 2 -

~ =X

173

1

Sl ~ glnx

Where constant of integration was dropped, since subdominant.
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—4 2 -8 -7 1 1 1
: : : ’ Y ’ Y 7 Y ’ ’’ 244
Verification Using Sj «~ x3 ,(SO) ~x3,50 ~x3,51~ -5~ 55" ~3
3(s5)° s, 3> 355 (57’
0) °1 0°1

%1 41
X3 —>>x3 —
X X
-8 =7
X3 > x3
Yes.
3(S; 2S’ > S
0) °1 1
%1 1
X3 -3 —
X X
1 1
_8>>>_2
° X
X3
Yes.

2
3(Sp) S1>> S7S;
81 1 =
X3 = 3> —x3
X X
-8 =7
X3 >>x3
Yes.
3(S; 2S’ > S5
0) 21 0°1
81 71
X3 —>»x3 —
X X

3 =z
X3 >>»>x3
Yes
2
3 (56) S1>> S/'S;
=1 1 =
X3 = >> —x3
X X
8 il
X3 3> x3
Yes. All verified. Leading behavior is
y (x) “- eSO(x)+51(x)
214
= exp (ca)x 3+ 3 In x)

-1

4 _2
3 ptwx 3

=X

I now wanted to see how Maple solution to this problem compare with the leading behavior
near x = 0. To obtain a solution from Maple, one have to give initial conditions a little bit
removed from x = 0 else no solution could be generated. So using arbitrary initial conditions
at x = ﬁ a solution was obtained and compared to the above leading behavior. Another
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problem is how to select ¢ in the above leading solution. By trial and error a constant was
selected. Here is screen shot of the result. The exact solution generated by Maple is very
complicated, in terms of hypergeom special functions.

ode:=x"4*xdiff (y(x) ,x$3)-3*x~2xdiff (y(x) ,x) +2xy(x) ;

pt:=1/100:

ic:=y(pt)=500,D(y) (pt)=0, (D@A2) (y) (pt)=0:

sol:=dsolve({ode,ic},y(x)):

leading:=(x,c)->x"(4/3)*exp(c*x~(-1/3));

plot([leading(x,.1) ,rhs(sol)],x=pt..10,y=0..10,color=[blue,red],
legend=["leading behavior","exact solution"],legendstyle=[location=top]);

leading behavior exact solutionl

107

3.2.3 problem 3.33(c) (page 140)
Problem Find leading behavior as x — 0* for i’ = v/xy

Solution
Let y (x) = ¢5®. Hence
() = 50
¥ (x) = Spe%o
Y’ = Se% + (56)2 e50
= (5 + (s5)") e
Substituting in the ODE gives
s+ (S5) =& &
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2
Assuming Sj ~ (SE,) then (1) becomes

Sy~ - (56)2

dz 1 d .
Let S) = z then the above becomes z’ = —z%. Hence - = -1 or & = —dx. Integrating
1 1 1 dx z Z
= _ - r_ 1 . . .
;= x+corz=_—. Hence S v Integrating again gives

So(x) ~In|x +c1|+ ¢y

Verification

1 2 1 -1
Sp=—.(Sh) =—=.S0=—
07 x4 7 \70 (x+cy)? 0 (x+c1)?

NI =

Sy >>«x
1
3> X2

(x+cp)
Yes for x — 07.

2 1
(S’O) > x2

1
> x2

(x+¢q)

Yes for x — 0*. Verified. Controlling factor is

y (x) ~ eSO(x)

~ eln|x+c1|+c2

~ Ax+ B

3.2.4 problem 3.35

Problem: Obtain the full asymptotic behavior for small x of solutions to the equation
2
Xy + 2x+ 1)y — 2 (eE +1)y =0

Solution
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Let y (x) = ¢°®. Hence
y (x) — eSO(x)
Yy (x) = Spe®

2
Y’ = Sge% +(Sp) %
2
= 55+ (")
Substituting in the ODE gives
2 2
x? (56/ + (56) )eso + (2x +1) SheSo — x? (e; " 1) S0 —
2 2
X2 (S(,), + (S(/)) )+ (2X+1)56 —xz(gx +1) =0

2 2
» (sg + () ) FQx+1)S) =22 (ex i 1)
. A2 (2x+1) 2
S +(S6) e —S=er 4]

Assuming balance

S ~ xex

1
Where 1 was dropped since subdominant to ex for small x.

2 2 E 12
Verification Since (S(’)) ~ ex then 5 ~ ex and 55 ~ ——e~, hence

2
4 4
(SO) > S
2 11
ex 3> —ex
x
E
exr 3> —
x

Yes, As x — 0F

(56)2 - (2x -;21) Sh

2 (2x+1)

1
ex > ex

2
1 (2x+1)
ex >>

x2

1
ex 3> —+ —
X X
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Yes as x — 0*. Verified. Hence both assumptions used were verified OK. Hence

2
S ~ *ex

1
SONife?cdx

Since the integral do not have closed form, we will do asymptotic expansion on the integral.
1 1

1 I -
Rewriting feidx as f(_eTz) (—xz) dx. Using fudv =uv - fvdu, where u = —x2,dv = ;2 , gives
1
du = -2x and v = ex, hence
1
feidx = uv—fvdu
1 1
= —x%ex — f—erxdx
1 1
= —x%ex + 2fxede (1)

1 1
1 1 1
. . e — ex 3 - [ 3
Now we appl}i integration by parts on fxexdx = Jx— (—x )du = f_—xz (—x )du, where
x 1
u=-x3,dv= f—;cz, hence du = —3x%,v = e, hence we have

1
ferdx = Uv - fvdu
1 1
= —x%ex + foZexdx
Substituting this into (1) gives
1 1 1 1
fede = —x%x +2 (—x3e§ + f3x2e§dx)
1 1 1
= —x2ex — 2x%ex + 6f3xzexdx

And so on. The series will become
1

1 1 1 1 1
fexdx = —x%ex — 2x3ex + 6xter + 24x%ex + -+ + nly"tlex + -

1
= —ex (x2 +2x3 +6xt + - + ™t )

Now as x — 0%, we can decide how many terms to keep in the RHS, If we keep one term,

then we can say
1
So ~ J_rfede

1

26;

~ *X
For two terms
1

So~ + feﬁl?dx ~ +e¥ (x2 + 2x3)

And so on. Let us use one term for now for the rest of the solution.
1

26;

SONix
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To find leading behavior, let

5 (x) = 5o (x) + 51 (x)
Then y (x) = e5®+51®) and hence now
Y (x) = (Sp (x) + Sy (x)" %0751
v () = (S0 + 1)) €507t + (S + §y) 5o+t
Substituting into the given ODE gives

2 [((s0 +8)) + (S + sl)”] +2x +1)(Sg () + S1 (0)) — 22 (e )
=0

2 [(56)2 +(8) + 25681 + (3¢ + 51')] FQX41)S, M)+ x+1) S, (1) - x (ex n 1)

2 [(sg, +81) + (8o + 51)”] +(2x+1) (S () + 51 @) - (35 +1

2 2 2
x2(85)” 432 ($1)” + 2228481 + 328 + X287 + (2x +1) Sy (x) + (2x +1) §} () = x (ex n 1)

2 2 1
But x? (S{)) ~ x? (ex + 1) since we found that S ~ ex. Hence the above simplifies to

X2 (s) +2x255) + x2S + 228 + (2x +1) S (x) + Qx +1) S} (x) =
/7 ’ /7 144 144 (2x + 1) (Zx + 1) ’
(sl) +25)8) + S + S + =25 (x) + ———8, (x) = 0 (2)

2x+1) ~,
X SO

Now looking at Sy + (x) terms in the above. We can simplify this since we know

1 1
1 1L
Sp = ex,5y = —ex This terms becomes

1 1 1 1 1
(2x +1) 1 —ex +2xer +ex  2xex 2ex

x2 x2 x? x2
Therefore (2) becomes

1

2 2x +1 —2ex
(51)" + 25951 + 57 + Z st 9~ 2
(s’)2 Sy (Qx+1) 2ev
1 X+ —zex
257 + Si(x) ~
5 TRttt Tag AW~y
2
51 Sy (2x+1 2
(1) +257 + +(x )S’()N_
= 2 X
ex ex x ex
Assuming the balance is
-1
Si~—
U«

Hence

Si(x) ~=-In(x)+c¢
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Since ¢ subdominant as x — 0% then

51 (x) ~ —In (x)

Verification

Yes, for x — 0*

Yes.

2x+1
S>> (x—l)S{ (x)

x2ex
2x+1)1
s> -

Yes. All assumptions verified. Hence leading behavior is
y (x) ~ exp (So (x) + 51 (x))
1
~ exp (ixzeE -In (x))

1 , 1 5 1
~ (exp (x ex) + exp (—x ex))

1

For small x, then we ignore exp (—xz

1 , L
y(x) ~ ;exp (x ex)

3.2.5 problem 3.39(h)

problem Find leading asymptotic behavior as x — oo for ¥’ = ¢ xy

90

1
eE) since much smaller than exp (xZeE). Therefore
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5@, Hence

solution Let y(x) =e
y (x) — eSO(x)
¥ (x) = Spe%o
2
y// — 61650 + (56) e50

2
= (st + (s5)") e
Substituting in the ODE gives
2 3
(86’ + (56) )350 =¢ xe%
2
Sy +(Sh) =e

2
Assuming (Sf)) >> S the above becomes
2 _3
(56) ~ @ x
3
Sy ~ *e 2«

Hence

3
So ~ ife_ﬂdx

. Y - . :
Integration by parts. Since X = 530 then we rewrite the integral above as

. . 3 2 -2 2:2 4
And now apply integration by parts. Let dv = ——e > - v=e 2,u=— — du = ;x, hence

fe_;_xclx = [uv] - fvdu

2x% 3 4 2,
= —¢ 2x — —Xe 2x(x
3 f 3
Ignoring higher terms, then we use

2x% _3
SO ~+t—e 2¢

Verification

(S(’))2 >> 5y

32 3 _3
e Zx) 3> ——e 2
( 2x2
_3 3 _3
e x> —e 2

2x2

Yes, as x — oo. To find leading behavior, let
S(x) = So(x) + 51 (x)
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Then y (x) = e5®+510 and hence now
Y () = (So (x) + Sy (1) €501
2
Y’ (1) = ((So +S1)') €051 + (Sg + 51)” €50+
3
Using the above, the ODE y” = e ¥y now becomes
7 2 Y73 _§
((So+51)) +(Sg+Sp)" =e =
2 23
(Sh+S1) +Sy+Sy =ex
2 2 _3
(Sh) +(S;) +284Sy+ Sy +Sy =e =
2 8
But (S(’)) ~ e x hence the above simplifies to
2
(S5)" +2S4S; + Sy + Sy =0
Assuming (2565’1) >> S the above becomes
2
(S5) +2S4S7+ S5 =0
2
Assuming 25,57 >> (5'1)
25,51 +55 =0
Sy

S~
T

Si ~ —% In ()

3
But S ~ e 2r, hence the above becomes

L (2
Si~—= n(_§)+
1 5 e c

4x
Verification

(25651) >> S

( _3 —3) 3
2e 2« > —

4x? 2x3
_3
3e 2 - 3
2 x? 2x3
For large x the above simplifies to
1 1
2 3
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Yes.

(28481) = (1)

3 -3 -3\?
2¢ 2x > | —
4x2 4x2
3

e > >
2 x2 16x4

For large x the above simplifies to

— > —
X2 xt

Yes. All verified. Therefore, the leading behavior is

y (x) ~ exp (Sp (x) + 51 (x))
( 22 31 3

~explt—e & — —ln(e 2x) +c
3 2
43 +2x _2_
~ cet exp |+ ——e 2

P77
Check if we can use 3.4.28 to verify:

3
lim [x"Q (x)] = lim [x%¢ x| = oo
X—>00 X—00

We can use it. Lets verify using 3.4.28
¥ ~ Q1™ exp(w [~ QU di)

3

Where w? =1. For n =2,Q(x) = ¢ *, the above gives
1-2 1
31+ Xr _372
y(x)Nc[e x] exp[a)f [e t] dt]
3714 x _3
Nc[e X] eXp(a)f e Zfdt)

-1
3 X 3
~ cet exp (a)f e 2tdt)

(1)

(2)

We see that (1, 2) are the same. Verified OK. Notice that in (1), we use the approximation for

3
242
the e Zde ~ e “2x we found earlier. This was done, since there is no closed form solution

for the integral.

QED.

3.2.6 problem 3.42(a)

Problem: Extend investigation of example 1 of section 3.5 (a) Obtain the next few corrections
to the leading behavior (3.5.5) then see how including these terms improves the numerical
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approximation of y (x) in 3.5.1.

Solution Example 1 at page 90 is xy” +y = y. The leading behavior is given by 3.5.5 as
(x = o)

-1

1
y(x) ~ cxt e¥? (3.5.5)

-1
Where the book gives ¢ = %7’(7 on page 91. And 3.5.1 is

[0e]

yw =Y (3.5.1)

= (n))’
To see the improvement, the book method is followed. This is described at end of page 91.
This is done by plotting the leading behavior as ratio to y(x) as given in 3.5.1. Hence for
the above leading behavior, we need to plot

y ()
We are given Sy (x), S; (x) in the problem. They are

1

S (x) = 2x2

1
Si(x) = —Zlnx+c

Hence
-1
So(x)=x2
-1 _3
56, = EX 2
11
St (x) =—=-
1 () 4 x
S (1) = — )
X) = —
1 4x2

We need to find S; (x),S3 (x), --- to see that this will improve the solution y (x) ~ exp (S + S1 + S, + -+*)
as x — xg compared to just using leading behavior y (x) ~ exp (Sy + S1). So now we need to
find S, (x)

Let y (x) = ¢°, then the ODE becomes
x(S7+(8))+8 =1
Replacing S by Sy (x) + S1 (x) + S, (x) in the above gives
” 12 1 , 1
(SO+51+SZ> +[(So+sl+52)] +;(So+sl+52) ~ —
1
+ = (Sp+ S+ Sp) ~

(5457 + 5} + [(So+ 51 +5)] + <

RNIPRIPR

[st+ 57 + 55 )+ {[56] + 25451 + 25455 + [ 51 + 25155 + [s3]'} + < (55 + 51 + 5] ~
Moving all known quantities to the RHS, these are Sj,S7, [S(’)]Z ,25051, S0, 51, [Si]z then the
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above reduces to
(sy]+ {+2sg)sg +255) + [sg]z} 4 ;1? (s3] ~ }—C — sy -5y~ [ss] - 28081 - isa - }—ng ~[s1]

Replacing known terms, by using (1) into the above gives

Simplifying gives
2 1 1 1 _8 1 1 =3 2011 11
7 ’Qr ’Qr ’ / 5 -1 > >
{52}+{25052+25182+[52]}+3—C{52]N;+5XZ—E—x +§x2 —x2+1;—ﬁz
Hence

(s} + {2565§ +2515; + [Sg]z} + % (55} ~ -
Lets assume now that

. 11
Therefore
1 1
S~ ———
2 3282
1 1
32 (x_?l) 2
1 3
~N —Y 2
2"

We can now verify this before solving the ODE. We need to check that (as x — o)
25(55 >> Sy
25055 => 25155
2
2545y > ]
1
25355 >> ;Sé
-5
Where S; ~ x2, Hence
25555 => Sy
e =S
X2 (x 2 ) 3> x2
-5

23> x2

X~
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Yes.
25355 > 25.S)
1 =3
2 >> (—) (x 2 )
X
=5
X233 x2
Yes
2
25055 >> [S ]
3 2
2 >> ( ?)
> x 73
Yes

1
25,55 >> ;Sé

1 8
X2 Sx2
X
=5
X2 >> x2

Yes. All assumptions are verified. Therefore we can g ahead and solve for S, using (2)

2505, ! 1
0°2 16 x
o 1 1 1
277 32428,
111
32 x? x_Tl
11
e
Hence
11
Sz ~ E@
The leading behavior now is
y(x) ~exp(So+ S +Sy)
1
~ 2x2 — —1 +c+——
exp( X nx+c 16 \/_)

Now we will find S;. From

x(S7+(8)+8 =1
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Replacing S by Sy + S; + S, + S3 in the above gives
7’ ’ 2 1 /
(So+51+52+53) +[(So+51+52+53)]+;(So+51+52+53)’\/—

—_ R

{sg+5sy+sy+s7)+[(So+ +sg+sg)]2+)1—c(sg+sg +Sh+ S4) ~ .

Hence
{S{)’ + 57+ 8y + sg'] +
{[56]2 +2505) + 2548} + 2575 + [51]2 + [sg]2 + 250,55 + 25,54 + 25555 + [sg]z}
+1[56+s;+sg+sg]~;

Moving all known quantities to the RHS gives

(5] + {25555 + 25183 + 25384 + [35]  + - {s3)
- i — sy -8y - sy - [S] - 25081 - 28485 - 2515 - [$1] - [%3] - %sg) - Jl—cs; 3—(5; 3)

Now we will simplify the RHS, since it is all known. Using
-1

Sp(x)=x2

2545) =2

25,5 =2
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Hence (3) becomes

1+1 1 31 1+1 +1 1 11 1 1+11+11
X 42 642 x 2 2 lexr 3 16x2 1024x® 2 4x? 32 2
Simplifying gives
{syl+ 25653+25;sg+2sgsg+[sg]2 +1{sg}~— 32 =+ ! .
x 1024x
1024x2

Let us now assume that

5655 >> 5155
5055 >=> 5,55

2
5055 >> [Sg]

1
SHSh > — 1S
0°3 X [ 3}

5055 > S7

Therefore, we end up with the balance

o 32 1

3
1024x3 1024x
o 2 1 ]
3™~ 5 3¢Q/
1024x28; 102450
32 1
~ = +

5 -1 -1
1024x2 (x?) 10243 (x?)

1,1 ]
~ — —2 —5

32" 0p4x2
Hence

Gl (2 =2
377 1024 \322 7 x
Where constant of integration was ignored. Let us now verify the assumptions made

5655 >> 5155

’ ’
Sp>> 5]

Yes.
5055 >> 5555

’ /
Sp>>S)
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Yes
2
Sy >> [84]
56> S;
Yes.
1
5055 >> < [sg]

Sh > —1
0
X

-1
X2 3> —
X

Yes, as x — oo, and finally

’rQ/ ’7
5053 >> S5

%1 ( 1 + 1 ) > [ 5 + 1 ]
X
2 5 7 3
32X 0pdx2 048xz 16X

(32vx +1) L 128k 45

10243

7
2048x2
Yes, as x — co. All assumptions verified. The leading behavior now is

y(x) ~exp(Sy+ S1+ Sy +S3)

( 11 11 1 (2 32))
~ exp 2x2——lnx+c+—— — + —

16 /x 1024 \3222 * «x
2o i 111 (2 3
~ CX % eX X2 — p— —
P 16 yx 1024 (3222 " %

Now we will show how adding more terms to leading behavior improved the y (x) solution
exp(Sg+S1+52+S3)

y()
and this in turn approached the ratio 1 sooner than just using

for large x. When plotting the solutions, we see that approached the ratio
exp(50+51+52)
y(x)

. So the effect of adding more terms, is that the solution becomes more accurate

1 sooner than

exp(Sg+51)

y()
for larger range of x values. Below is the code used and the plot generated.
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ClearAllly, x];

[ 1 Exp[ZX%]] |

SO[x_] := 2pi2
y[x, 300]
1 1 1
1 Exp[2x2 - 4—Log[x]]
s@sl[x ] := —2P2 3
y[x, 300]
1 Exp[ZX%—lLog[x]+L 1 ]
% 4 16 Sqrt[x]
sOs1s2[x ] := —2E* ;

y[x, 300]

[ L Exp[23 - L Log[x] + & —i— s L (2 +a)]]

1 16 Sqrt[x] 1024 \ 32 x2 X
2Pi2
S0s1s2s3[x_] :=

.
E

y[x, 300]
y[x _, max_] :=Sum[ x~n/ (Factorial[n]~2), {n, @, max}];
LogLinearPlot [Evaluate[{s@s1[x], s@sl1ls2[x], s@sls2s3[x]}], {x, 1, 30},
PlotRange -» All, Frame - True, GridLines -» Automatic, GridLinesStyle - LightGray,
PlotLegends -» {"exp (S0+S1)", "exp (SO+S1+S2)", "exp (SO+S1+S2+S3) "},
FrameLabel - { {None, None}, {"x", "Showing improvement as more terms are added"}},
PlotStyle » {Red, Blue, Black}, BaseStyle - 14]

Showing improvement as more terms are added

1.00r
0.98¢
— exp(S0+S1)
0.96] — exp(S0+S1+52)
— exp(S0+S1+S2+S3)
0.94+
0.92r

-
N
a1
-
o
N
o
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3.2.7 problem 3.49(c)

Problem Find the leading behavior as x — oo of the general solution of y” + xy = x

Solution This is non-homogenous ODE. We solve this by first finding the homogenous
solution (asymptotic solution) and then finding particular solution. Hence we start with

Yy +xyp =0
x = oo is ISP point. Therefore, we assume v, (x) = ¢ and obtain
S”+(S)P+x=0
Let
S(x)=Sg+S;+-
Therefore (1) becomes
2
(Sg+Sy+-+)+(Sh+Sy+-) =—x
2 2
(Sy+87+-) + ([sg,] +25p8; +[s1] + ) - x

2
Assuming [Sé] >> S we obtain

Where w = +i

Verification

Yes, as x — co. Hence

Now we will find S;. From (2), and moving all known terms to RHS
2 2
(7 +-)+ (25653 #[si] + ) ~ == 8§ - [51]
Assuming
25451 =>> S7

25(,S] >> [Si]z

101
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2
Then (3) becomes (where S}y ~ w+/x, [56] ~ —=x,5( ~ %a)%)

2

28485 ~ —x - S = [Sh]
2

—x - S§ - [Sh]

Sh ~
! 284

11

Verification (where S} ~ Zx_z)

Yes, as x - o

25(S] >> [Si]z

(5
—1>>> —
= 4x

X2
1 >> 1
x% 16x2
Yes, as x — oo. All validated. We solve for S;
, 1
Sy~ P

S ! 1
1 _Z nx+c
yy, is found. It is given by
Y (X) ~ exp (Sp (x) + 51 (x))

3 3 1
~exp|l-wx2 —-Inx+c
2 4

-1 3
~ 4 —_ 2
cx exp(za)x)

Now that we have found y;,, we go back and look at

Yy +xy=x°
And consider two cases (a) y”’ ~ x° (b) xy ~ x°. The case of ¥’ ~ xy was covered above.

This is what we did to find yj, (x).
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case (a)

77 5
Yp ~ X

, 1

yp"‘gx
1

]/pN%x

4

3

Where constants of integration are ignored since subdominant for x — co. Now we check if
this case is valid.

5
Xy, << x

3 5

1
X—=x K Xx
20

x* << 2

No. Therefore case (a) did not work out. We try case (b) now
5

XYy, ~ X
Yp ~ x*
Now we check is this case is valid.
Y < x°
12x% << x°
Yes. Therefore, we found
Yp ~ x*

Hence the complete asymptotic solution is
y(x) ~ yp (x) +y, (x)

-l 3 3
~ cxt exp (waz) +xt
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3.2.8 key solution of selected problems
3.2.8.1 section 3 problem 27
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3.2.8.2 section 3 problem 33 b

NEEP 548: Engineering Analysis 11 2/6/2011
Problem 3.33: Bender & Orszag

Instructor: Leslie Smith

1 Problem Statement

Find the leading behavoir of the following equation as x — 0%:

2ty =327y +2y=0 (1)

2 Solution

Need to make the substitution: y = 5@

y/ _ SIES(I)

y// — S”BS(I) + (S/)2€S(z)

y/// _ Slues(z) + 3SIIS/65(1-) + (51)365(1)

After substituting and diving through by y, one obtains,

. 3 2
3
S///_,’_BS//S/J’_(S/) _ ﬁsl+ﬁ ~ 0 (2)

Typically, $” << (5')? = " << (S’)%. Similarly, assume 5" << (5')3
With these assumptions, 2 becomes:

3 3 2
N3 !
(&) =28~
which is still a difficult problem to solve. Therefore, also want to assume (S")% >> %S’ asx — 0T,
Then,
(S ~ = "
o4
S~ wa 3 r— 0t
w = (—2)/3
So(x) ~ —3wz /3 z— 0"

dJw -y
S~ g 7/3

S~ 28“]I—10/3
9
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Now, check our assumptions,

(83 ~ —277123 55 387072 o 3 10/3 z— 0"
()% ~ =227 12/3 55 § 28w 1073 r 0t
_ —4w?
(8')% ~ —22712/3 55 §"§' g 1/3 r—0T v
3
Now estimate the inegrating function C'(x) by letting,
S(x) = So(x) + C(x) 3)
and substitute this into 2.
3 2
Sy +C" +3(8g + OIS, +C)+ (S, +C) = (8, + C) + = =0 (4)

term 1 term 2
term 1: (S7S! +C"S! + S/C"+ C"C")

term 2: (S1)3 + (C')% + 3(S")2C" + 3(S")(C")?
From here, notice that we have already balanced the terms (57)% and ;—42., so they are removed
at this point. Now we make the following assumptions:
S>>/, S>>, S>> " as z— 0"

These assumptions result in,

35, 3C

Sy + 3808, +3(S,)C" ~ Sty wo0f

Insert the value of S, found in the previous step,

28_’“}1,710/3 _ 4w2x711/3 4 311}21'78/301 ~ 311).1’710/3 + 30/1,76/3

In keeping with the dominant balance idea, it is clear that the middle two terms dominate, thus
leading to the following simplified relation,

3wla 830" ~ d?g 13 x— 0"
4

C'~ =gt x— 0"
3
4

Cr~ gln(aﬁ) r—0F

Then C” ~ %496_2, C" o~ %m_3 and once again, check assumptions made,
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4
Sl ~ w3 >> 0 ~ gxfl z— 0" v
—4 . —4
S~ ?x_wd >>C" ~ ?x_Q z—0F v
Sy~ —289wx_10/3 >>C" ~ g:z:_?’ z— 0" v

With the appearance of the In(x) term, we have likely found the leading behavior already. However,
lets find D, the third term, just to check.

Substitute y = e(SetCo+D) then divide by ¥,

y' = [Sg+ Cy + D]l ot
y// _ [Sg + C(/)/ + D//]e(SO+CO+D) n [SZ) + C(l, + D/]2€(SO+CO+D)
y/// _ [S(/)// + O(/)// + D///]e(SO+CO+D) + 3[5(/)/ + C(/)/ + D//] [Sé + C(/) + D/]e(SO+C”+D) + [S(/) + C; + D/]Be(SO+CO+D)

And...here we go...
S+ OV + D 4-3(S48) + SuCl + S + CUlS) + CoCh + CHD + DSl + DXC + DD

+ 655D + B[(SYCY + (S))2 D' + (C))* S, +H(CH* D" + (DY*S] + (DY2€]) + (S5
—_——

Unknown balance
3
HLCH D - D184 4 D)+ =0

Assumptions: S, >> C! >> D', S/ >> C/ >> D", S/ >> C/ >> D" all as x — 0" and remove
previously balanced terms,

S 4357C! 4+ 3C"S! 4+ 3(S0)°D' ~ =3(C!)S,  x—0T
Subbing in the previously found values for S,, C,,

3w 10/3 4 28“’;{10/3 6w g3 Awa—19/3 1 3025 8/3 ) N%Wﬂ
9
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So since z1/3

_ 35w _
—3w228/3D" ~ 2—10/3

27w
35
27w "3

D ~

— 0 as * — 07, the leading order behavior is

35 a3

(l)xl/S +d

1 4
Y~ exp[—%x71/3 + gln(x) + d]

x— 0T
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3.2.8.4 section 3 problem 35

Some notes on BO 3.35 (to get the leading behavior):

e a consistent balance at lowest order seems to be

($9)? ~exp(2/z), = —0

e taking the square root and integrating leads to

So ~ j:/ 4cxp(1/s)ds
1

e then change variables s = 1/t to find

(1/2) 1
SON:t/ exp(t)(— t—2>dt
1

e integration by parts gives
(1/z)
S, ~ Fa? exp(1/z) + +a, + :F/ 5 exp(t)dt
1
~ Fa? exp(1/x)

and subdominant terms have been dropped. [Why are these terms subdominant and
why is this the only consistent integration by parts?]
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3.2.8.5 section 3 problem 42a
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3.3 HW3

3.3.1 problem 9.3 (page 479)

problem (a) show that if a(x) < 0 for 0 < x < 1 then the solution to 9.1.7 has boundary

layer at x = 1. (b) Find a uniform approximation with error O (¢) to the solution 9.1.7 when
a(x) <0for 0 <x <1 (c) Show that if 2 (x) > 0 it is impossible to match to a boundary layer
atx=1

solution

3.3.1.1 Parta

Equation 9.1.7 at page 422 is
ey +a(x)y +b(x)y(x)=0 (9.1.7)
y(0) =
y@) =
For 0 < x < 1. Now we solve for y,, (x), but first we introduce inner variable . We

assume boundary layer is at x = 0, then show that this leads to inconsistency. Let & = fp

be the inner variable. We express the original ODE using this new variable. We also need

dy dy dé dy  dy d d
to determine p. Since —= ==L then —= = =€ 7. Hence —=¢ pZ
> dd
dx?  dxdx
I d P d
=|e i € i
2
= g_zpd_
ag?

Py _ y
Therefore S =€ p and (9.1.7) becomes

d?y dy

—2p” 7 p&Y =

€€ I +a(x)e” e +y=0
d? d

-2 d;; +a(x)e” dg +y=0

The largest terms are {51‘2p, er ], therefore balance gives 1 -2p = —p or p = 1. The ODE now
becomes
Py

e déz

+a(x)e‘1;i—g+y:0 1)

Assuming that

Yin (0) = D"y = Yo + eyy + 2yp + -+
n=0
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And substituting the above into (1) gives
e (ya’ +ey] + ) +a(x)e! (y6 + ey + ) + (yo + ey + ) =0 (1A)
Collecting powers of O (5‘1) terms, gives the ODE to solve for /' as
Yo ~ 1 ()

In the rapidly changing region, because the boundary layer is very thin, we can approximate
a(x) by a(0). The above becomes

Yo ~ —a(0) yo
But we are told that a (x) <0, so 2(0) <0, hence —-a(0) is positive. Let —a (0) = n?, to make it
more clear this is positive, then the ODE to solve is

Yo ~ n*yq
The solution to this ODE is

C1 e
Yo(€) ~ =" + Gy

Using v (0) = A, then the above gives A = % +CrorCy,=A- % and the ODE becomes

Ci 2 G
Yo (&) ~ ¢ 5"‘(1‘\—?)

~ %(6”25—1) +A
We see from the above solution for the inner layer, that as £ increases (meaning we are
moving away from x = 0), then the solution v, (£) and its derivative is increasing and not
decreasing since } (&) = C1e"*¢ and yj (&) = Cyn2e™®.

But this contradicts what we assumed that the boundary layer is at x = 0 since we expect
the solution to change less rapidly as we move away from x = 0. Hence we conclude that if
a(x) < 0, then the boundary layer can not be at x = 0.

Let us now see what happens by taking the boundary layer to be at x =1. We repeat the

same process as above, but now the inner variable as defined as

_1-x
<= o
ZVe ejpress the original ODE using this new variable and determine p. Since Z—‘Z = %z_i the
y = _y —c i = (—g~ i
E_d(s( e7P). Hence dx_( e P)dg
> dd
dx2  dxdx
d d
= —e Py — —c Py —
(cenge)(cen )
2
= g_zpd—
dé?
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2 2
Therefore %Z = 5‘2P% and equation (9.1.7) becomes
dy dy
_2p— — L =
ee Ji2 a(x)e d5+y 0
8y L,y
el 2TJE—LI(Jc)e p% +y=0
The largest terms are {51‘2?’,5‘?7}, therefore matching them gives 1 —2p = —p or
p=1
The ODE now becomes
dy dy
127 _ 127 = 2
€ qi2 a(x)e d§+y 0 (2)

Assuming that

Yin () = D €™y = Yo + €Yy + €2y + -+

n=0
And substituting the above into (2) gives
el (y()’ +ey] + ) —a(x)e! (y6 +ey) + ) + (yo + ey + ) =0 (2A)

Collecting O (8_1) terms, gives the ODE to solve for yi' as
Yo ~a()¥o

In the rapidly changing region, @ = a(l), because the boundary layer is very thin, we
approximated a (x) by a(1). The above becomes

Yo ~ ayy
But we are told that a(x) <0, so a < 0, and the above becomes
Yo ~ ayy
The solution to this ODE is
C1 ¢
Yo (&) ~ —e +Cy 3)

Using

yx=1)=y(E=0)
=B

Then (3) gives B = % +CyorCy, =B - % and (3) becomes

Ci . C
Yo (&) ~ ;le"“’ + (B - ;1)

NQ(ea5—1)+B (4)

a
From the above, y} (£) = —C1¢*¢ and yj (&) = C;ae**. We now see that as that as & increases
(meaning we are moving away from x = 1 towards the left), then the solution y () is actually
changing less rapidly. This is because @ < 0. The solution is changing less rapidly as we
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move away from the boundary layer as what we expect. Therefore, we conclude that if
a(x) <0 then the boundary layer can not be at x = 0 and has to be at x =1.

3.31.2 Partb

To find uniform approximation, we need now to find y°** (x) and then do the matching. Since
from part(a) we concluded that y;, is near x = 1, then we assume now that y°* (x) is near
x =0. Let

Your (x) = Z " = Yo+ ey + 52]/2 + -
n=0

Substituting this into (9.1.7) gives
€ (yé’ + eyl + 2y + ) +a(x) (y6 +ey) + e2yh + ) +b(x) (yo + ey + Yy + ) =0
Collecting terms of O (1) gives the ODE

ax)yo+b(x)yy=0
The solution to this ODE is
X b(s)

Yo(@) = Coe b ™
Applying y (0) = A gives

1 p(s)

A= C23‘£ POk
= CzE
1 b(s)

Where E is constant, which is the value of the definite integral E = e_£ 1", Hence the

solution y* (x) can now be written as
* b(s)

A [
() = Ze b

a(s) §

We are now ready to do the matching.
ghm yin (g() ~ hII(l) yout (x)

c A [y
lim — (¢% —1) + B ~ lim =e ®
1m (6 ) 1mEe

E—o00 X x—0
But since @ = a (1) < 0 then the above simplifies to
G A
-—L 4B

a(l)+ " E

Cl =—a (1) (% —B)
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Hence inner solution becomes

—a)(2-B
% (eﬂ(l)é _1) +B

~ (B - %) ("2 -1) +B

~ B ("M —1) - g ("M -1) + B

Yo' (&) ~

A
~|B=-Z Dé
(B E)(e”( % -1)+B
The uniform solution is

Yuniform (x) ~ yi" (CS) + yout (x) - ymatch

y”” yout
A —Lx wds A
~ |B-— (eﬂ(1)5—1)+B+_e W _
E E E
Or in terms of x only
A\ (@) A [, A
Yuniform (x) ~ (B - E) (eg( ) £ — 1) + B+ Ee o _ E

3.3.1.3 Partc

We now assume t_he boundary layer is at x = 1 but a(x) > 0. From part (a), we found that
the solution for yg' (£) where boundary layer at x =1 is

yo(é)N%(6“5—1)+B

But now a = (1) > 0 and not negative as before. We also found that 33" (x) solution was

¥ 9

A _
" () = Fe b
Lets now try to do the matching and see what happens
lim 4™ (&) ~ lim y° (x)
E—o0 x—0

X b(s)

C A _(F
lim — (6“5 - 1) +B+0O(e) ~ lim —e b + O (¢)
E—>o0 (¥ x—0 E
im o, (&5 L) oA g
im — = ~=-
fmo T\ a E

Since now a > 0, then the term on the left blows up, while the term on the right is finite.
Not possible to match, unless C; = 0. But this means the boundary layer solution is just a

constant B and that % = B. So the matching does not work in general for arbitrary conditions.
This means if a (x) > 0, it is not possible to match boundary layer at x =1.
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3.3.2 problem 9.4(b)

Problem Find the leading order uniform asymptotic approximation to the solution of

ey’ + (1 + x2) y -y (x) =0 1)
y(©0) =1
y) =1

For 0 < x <1 in the limit as ¢ — 0.

solution

Since a (x) = (1 + x2) is positive, we expect the boundary layer to be near x = 0. First we find
y°" (x), which is near x = 1. Assuming

Yout (X) = D €y = Yo + €y + E2yp + -+
n=0

And substituting this into (1) gives

5(}/6'+5yi’+€2y§’+ ...)+(1+x2) (y6+eyi+€2yé+“')—x3 (]/0+5]/1+52y2+ ) ~0

Collecting terms in O (1) gives the ODE
(1+22) 5 ~ 2yq

3

, 3 1 s . f+—xzdx -3
The ODE becomes y; ~ @yo with integrating factor y =e (%) To evaluate f @dx,
let u = x?, hence Z—z = 2x and the integral becomes
f _xa—dx - [ du = 1 "
(1+x2) 1+ u) 2x 2J 1+u)
But
u 1
du=[1- ——ad
f(1+u)” T+
=u-In(+u)

But u = x?, hence
3

fﬁdx = _71 (x2 —ln(l +x2))
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Therefore the integrating factor is u = exp( LUV ln (1 + X )) The ODE becomes

d
dx (#yo) =
HYo ~ €
Your (X) ~ cexp 1x2 - 1ln (1 +x2)
out 2 2
1
~ co? zeln(1+x ) 2
2
ez
~c

V1 + x2

To find ¢, using boundary conditions y (1) =1 gives
2
l1=c—

V2

Hence

out e
(x) ~ V2 N

Now we find y (x) near x = 0. Let & = i be the inner variable. We express the original ODE

using this new variable and determme p. Since ZZ zz Zé then j—z = ge “P. Hence di =¢ 7"%
> d d
dx2  dxdx
= E‘Pi g_pi
a& ag
2
= g_zpd—
dé?
2 2
Therefore ZTZ = e‘zr’% and ey’ + (1 + xz) v’ — %y (x) = 0 becomes

2
SE_ZPZ—(;; + (1 + (&eP) ) ‘F’ y PP’ y=0

&y dy
1-2p 2,2 3.3
T +(1+ &% P)e”é By =0
The largest terms are {51‘2?’, e"’], therefore matching them gives 1 -2p = —p or p = 1. The

ODE now becomes
1Y dzy (1 + 52 2) —ld_y _ 63€3y =0 (2)
d&z? d&
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Assuming that

Yin () = D €™y = Yo + €Yy + €2y + -+
n=0

And substituting the above into (2) gives
el (yé’ +eyy + ) + (1 + 5252) el (yf, +ey] + ) - &3¢3 (yo + ey + ) =0 (2A)
Collecting terms in O (5‘1) gives the ODE

yo (&) ~ =5 (&)
The solution to this ODE is

g (&) ~ e+ et (3)
Applying y (0) = 1 gives
l=c+c
c1=1-0¢

Hence (3) becomes
Yo' (&) ~ (1=cp) + cpe™®
~1+cp (e -1) (4)
Now that we found y,,; and y;,, we apply matching to find ¢, in the y;, solution.
Jim yg' (&) ~ lim 5" ()
x2-1
. 1) o T \/E e ?
Jin 1+ e (e —1) ~ Jimg V2
2
1-cy~ 2 lim — ’

e x—0* \/1 + xz
2
X

Hence
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Therefore the y' (£) becomes

ygn(£)~1+[1_\/g](e—a_1)
el

e

~ e = —
Ne_g_

(et =1
e )
2 2
\[e_g+\[
e e

~ 0.858 + 0.142¢7¢

Therefore, the uniform solution is

Yuniform ~ Yin () + Your (X) = Ymaten + O (€)

(4)

Where v, is y;, (x) at the boundary layer matching location. (or y,,; at same matching

location). Hence

Ymatch ~ 1- Co

~1—(1—

2

~ _

Hence (4) becomes

Yin

. 2 2
Yuniform ~ € 1- E + E +

X 2 e 2
~e e|ll—1/—-|+V2
[ e) V1 + x?

%J

This is the leading order uniform asymptotic approximation solution. To verify the result,
the numerical solution was plotted against the above solution for ¢ = {0.1,0.05,0.01}. We see
from these plots that as ¢ becomes smaller, the asymptotic solution becomes more accurate
when compared to the numerical solution. This is because the error, which is O (¢), becomes

smaller. The code used to generate these plots is

132



3.3. HW3 CHAPTER 3. HWS

Inf180)= eps =0.1;
sol = NDSolve[{1/100y""[x] + (1 +x"2) y'[x] -x"*3y[x] =0, y[O] ==1, y[1] =1}, y, {x, 0, 1}];
pl = Plot [Evaluate[y[x] /. sol], {x, @, 1}, Frame - True,

FrameLabel » {{"y (x)", None}, {"x", Row[{"numberical vs. asymptotic for eps =", eps}]}},
GridLines - Automatic, GridLinesStyle -» LightGray];
2 ] Sqrt[2] Exp[ ]
+ .
Exp[1] ] ’

p2 = Plot [mysol[x, eps], {x, @, 1}, PlotRange » All, PlotStyle - Red] ;
Show[Legended[pl, Style["Numerical™, Red]], Legended[p2, Style["Asymtotic", Blue]]]

x2-1
2

-X
mysol[x , eps_] := Exp[—] 1- Sqrt[
eps Sqrt[l+ x"2]

The following are the three plots for each value of ¢

numberical vs. asymptotic for eps =0.1
1.00Fy ‘ ‘ ‘ ‘
0.98F
0.961
— 0.94F
out[6]= ‘E Numerical
o 0.92F 1 Asymptotic
0.90r

0.88F

0.86F

numberical vs. asymptotic for eps =0.05

T T

1.00r ]
0.981 ]
0.961 ]
— 0.94r ]
out[12]= \>'<>f Numerical
o 0.92 1 Asymptotic
0.90r ]

0.881 ]

0.86[, T i i i .
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numberical vs. asymptotic for eps =0.01
1.00F T T T T
0.981
0.961
—~ 0941
§ Numerical
0.92r 7 Asymptotic
0.90r

0.88F

0.86F

To see the effect on changing ¢ on only the asymptotic approximation, the following plot
gives the approximation solution only as ¢ changes. We see how the approximation converges
to the numerical solution as ¢ becomes smaller.

Plot[{mysol[x, .1], mysol[x, .05], mysol[x, .Q1]}, {x, @, 1},
PlotLegends -» {"€=0.1", "€=0.05", "€=0.01"}, Frame - True,
FrameLabel » {{"y(x)", None}, {"x", "Asymptotic solution as eps changes"}},
BaseStyle - 14]

Asymptotic solution as eps changes
100, ~ " T T T T T T
0.98¢ R
0.96 R
80.94* 1 — e=0.1
> 0.92¢ . e=0.05
0.90! 4 ] €=0.01
0.88f ]
0.86F — — o - ]

3.3.3 problem 9.6

Problem Consider initial value problem
=1 x_z 2
y —( +ﬁ)y -2y +1
With y (1) =1 on the interval 0 < x <1. (a) Formulate this problem as perturbation problem
by introducing a small parameter ¢. (b) Find outer approximation correct to order ¢ with
errors of order 2. Where does this approximation break down? (c) Introduce inner variable

and find the inner solution valid to order 1 (with errors of order ¢). By matching to the outer
solution find a uniform valid solution to y (x) on interval 0 < x <1. Estimate the accuracy of
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this approximation. (d) Find inner solution correct to order ¢ (with errors of order ¢2) and
show that it matches to the outer solution correct to order «.

solution

3.3.3.1 Parta

Since 11% is relatively small compared to all other coefficients, we replace it with ¢ and the

3.3.32 Partb

Assuming boundary layer is on the left side at x = 0. We now solve for y,,; (x), which is the
solution near x = 1.

Yout (X) = D] €y = Yo + €Yy + €2y + -+
n=0

Substituting this into (1) gives

€ 2
(% +eyy + fyp + ) - (1 + ;) (yo +eyy + €%y + ) + 2(yo +eyy + €%y + ) =1
Expanding the above to see more clearly the terms gives
€
(vo+ et + e+ ) = (14 55) (B3 + & () + €2 (2o + 08) + ) + 2 (1o + eyn + 2y + ) =1

(2)
The leading order are those terms of coefficient O (1). This gives

Yo = Y5+2y0 ~ 1
With boundary conditions y (1) = 1.

dyo
pmlay Y5 —2yo +1
This is separable

dyo -

Yo—2Yo +1
d
Yo o ~d
(vo-1)
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For y, # 1. Integrating

(3)
To find C, from y (1) =1, we find

1 ~
1+C
This is only possible if C = co. Therefore from (2), we conclude that

Yo (x) ~1

The above is leading order for the outer solution. Now we repeat everything to find y$"“ (x).
From (2) above, we now keep all terms with O (¢) which gives

1
Vi = 2Y041 + 21 ~ 506

But we found y; (x) ~ 1 from above, so the above ODE becomes
1
Vim2Zn+2h~
, 1
n~ 2
Integrating gives

1
B ~-2+C

The boundary condition now becomes y; (1) = 0 (since we used y (1) = 1 earlier with ).
This gives

1
——+C
1+

Therefore the solution becomes

Therefore, the outer solution is

Yout (x) ~ Yo + EY1
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y(x)~1+£(1—§)+0(62)

Since the ODE is y’ - (1 + 3%) y? + 2y = 1, the approximation breaks down when x < /¢ or

X < 11—0. Because when x < +/¢, the % will start to become large. The term 3% should remain
small for the approximation to be accurate. The following are plots of the vy, and yy + €14
solutions (using ¢ = 11%) showing that with two terms the approximation has improved for
the outer layer, compared to the full solution of the original ODE obtained using CAS. But
the outer solution breaks down near x = 0.1 and smaller as can be seen in these plots. Here
is the solution of the original ODE obtained using CAS

eps = 1.
PS = Too’
ode =y'[x] == (1+ e_pzs) y[x]1*2-2y[x] +1;
X

sol = y[x] /. First@eDSolve[{ode, y[1] == 1}, y[x], X]
10x (-12- 5v6 - 12x2%% 1 56 x* 8

276 26 26
-\/6 -120x-50+/6 x+V/6 x5 -120x**"5 +50/6 x**°5

Plot [sol, {x, @, 1}, PlotRange -» All, Frame - True, GridLines - Automatic, GridLinesStyle - LightGray,
FrameLabel -» {{"y(x)", None}, {"x", "Exact solution to use to compare with"}}, BaseStyle - 14,
PlotStyle -» Red, ImageSize - 400]

Exact solution to use to compare with

1.0F 1

0.8 i

0.0 0.2 0.4 0.6 0.8 1.0

In the following plot, the y, and the y, + ¢y, solutions are superimposed on same figure, to
show how the outer solution has improved when adding another term. But we also notice
that the outer solution y, + cy; only gives good approximation to the exact solution for about
x > 0.1 and it breaks down quickly as x becomes smaller.
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outerl=1;

outer2=1+eps* (1-1/x);

p2 = Plot [Callout [outerl, "y,", Scaled[0.1]], {x, @, 1}, PlotRange » All, Frame - True,
GridLines -» Automatic, GridLinesStyle - LightGray,
FrameLabel » {{"y (x)", None}, {"x", "comparing outer solution yg with yg+ €y:"}},
BaseStyle - 14, PlotStyle - Red, ImageSize - 400] ;

p3 = Plot [Callout [outer2, "yp+ €y;", {Scaled[0.5], Below}], {x, ©0.01, 1}, AxesOrigin- {0, 0}];

Show[p2, p3, PlotRange-» {{0.01, .5}, {0, 1.2}}]

comparing outer solution yg with yo+ €yq
1.2 Yo | | |

|
0.8 \

Yo+ €Y1

(x)
o
=L

0.4

0.0F . . . . ‘
0.0 0.1 0.2 0.3 0.4 0.5

3.3.3.3 Partc

Now we will obtain solution inside the boundary layer y;, (£) = yf)” (&) + O(¢). The first step
is to always introduce new inner variable. Since the boundary layer is on the right side, then

X
‘=
And then to express the original ODE using this new variable. We also need to determine

p in the above expression. Since the original ODE is y" - (1 + ex‘z) y? +2y = 1, then Z—Z =

dy d& d_y _
im T (¢77), then the ODE now becomes
dy _ €
%8 p—(1+@)y2+2y:1
d 1-2p
%g_p—(l + —2)y2+2y =1

Where in the above y = y(£). We see that we have {e"’, g2 )} as the two biggest terms to

match. This means -p =1-2p or

p=1
Hence the above ODE becomes
d -1
%8_1 —(1 + 2—2)y2+2y =1
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We are now ready to replace y (&) with 2‘::0 ¢"y, which gives

(yf) + ey + ey + ) el - (1 + 2—_21) (yo +eyy + ey, + )2 +2(y0 +eyy + ey, + ) =1
-1
(y{) +ey) + eyh + ) el - (1 + 2—2) (y% +s(2y0y1) + ) +2(y0 +eyy + ey, + ) =1 (3)

Collecting terms with O (e‘l) gives

, 1
Yo ~ ?]/%

This is separable

Now we use matching with y,,, to find C. We have found before that y3"* (x) ~ 1 therefore
élim yé” &)+ O0(e) = lirré v (x) + O (¢)
. 3
1 S ——
51_{201 T 1+0(e)
gmc{3+o@4yux@=1+0@)
-C=1
Therefore
; 3
m ~
o (&) 1+¢ c (4)
Therefore,
out

yuniform = }/6” + Yo — Ymatch
Yin
—_—

&
S 1+&

Since Yyuen =1 (this is what limg_,., v is). Writing everything in x, using & = % the above
becomes

Yout

+1 -1

MR

Yuniform =

—_
+
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The following is a plot of the above, using ¢ = 13—0 to compare with the exact solution.,

X

y[x_,eps_] :=
X + eps

pl = Plot [ {exactSol, y[x, 1/100]}, {x, 0.02, 1}, PlotRange -» All,
Frame - True, GridLines - Automatic, GridLinesStyle - LightGray,
FrameLabel -
{{"y(x)", None},

{"x", "Exact solution vs. uniform solution found. 9.6 part(c)"}},
BaseStyle -» 14, PlotStyle » {Red, Blue}, ImageSize - 400,

PlotLegends -» {"exact", "uniform approximation"}]

Plot[y[x, 1/100], {x, 0, 1}, PlotRange -» {{.05, 1}, Automatic}]

Exact solution vs. uniform solution found. 9.6 part(c)

1.00¢1

0.95¢

0.90¢
§ 0.85¢ — exact

0.80¢ 1 —— uniform approximation

0.75¢
0.70¢

0.65- ‘ ‘ ‘ ‘ J
0.0 0.2 0.4 0.6 0.8 1.0

3.3.3.4 Part (d)

Now we will obtain ¥ solution inside the boundary layer. Using (3) we found in part (c),
reproduced here

-1
(y6 + ey + e2yh + ) el - (1 + 2—2) (y% +e(2y0y1) + ) +2(y0 +eyy + ey, + ) =1 (3)

But now collecting all terms of order of O (1), this results in

’ 2 2
vi—Yo— ?]/03/1 +2yg ~1

Using yi' found in part (c) into the above gives

2 LN (€ (LY
N-el\1+eN 1+¢) " \1+¢

_(L) _ 1
N\ea+9) " ™ c i1y
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[ =25de

&£ using partial fractions gives p =
exp(-2In&+2In(1+¢))or u= % a+ 5)2. Hence we obtain

d 1
g ) ~ e

This can be solved using integrating factor yu = e

d (1 1
(@0 ern)~
Integrating
1 1
z{ + &y ~ fgdé
1 -1
§(1+5)2y1 ~ €+C2

1+ &) yq ~ =& + E2C,
y —E+E&%Cy
1~
(1 +&7
Therefore, the inner solution becomes
Y (&) =yo + ey
¢ E2Cy - ¢
= +e >
1+8C 1+9)

To find C;,C, we do matching with with 3 that we found in part (a) which is ., (x) ~

1+e(1—1)
X

2C, - 1
lim ¢ +e5 2 25 ~liml+el--
-0 \1+EC 1+ x>0 X
. . . & 1 1 1 ECy-& 26+
Doing long division oSG @t ad +--- and e C, 5 , hence the above

becomes

lim ((i—L +L + -~-)+(€C —52C2+1 + )) ~ lim1+€(l—1)
£ Cl EC% EZC% 2 5 x—0 X
1 ) 1
C—l+€C2N}CIE)%1+€(1—;)
Using x = &€ on the RHS, the above simplifies to

1 +&C Iim1+¢ell !
—_— & ~ 111 & - —
C, 27 e e

lim 1+ (e - 1)
E—o0 E

~1+e¢
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Therefore, C; =1 and C, = 1. Hence the inner solution is

Y (&) =yo + ey

<

&-&

Tivaep

Therefore

Yuniform = Yin T Yout — Ymatch
Yin

Yout

_ &, Bk
1+& (14872

Writing everything in x, using & =

+1+£(1—1)—(l+e)
x

X
" the above becomes

X ¥ _x 1
. 2
;l/uniformzléx'FEé x€2+1+€(1_;)_(1+£)
T (1+2
x x% - xe
= + 2+1+€———1—g
2
X X —xe e
et x e(l+§) x

The following is a plot of the above, using ¢ =

x% - x eps

L) 2
eps

X

eps
y[x_,eps_] := -—

X + eps X

eps (1 +

100

to compare with the exact solution.

pl = Plot [ {exactSol, y[x, 1/100]}, {x, 0.02, 1}, PlotRange » All, Frame - True,
GridLines -» Automatic, GridLinesStyle - LightGray,
FrameLabel » { {"y(x)", None}, {"x", "Exact solution vs. uniform solution found. 9.6 part(d)"}},
BaseStyle -» 14, PlotStyle » {Red, Blue}, ImageSize - 400,

PlotLegends -» {"exact", "uniform approximation"}]

Plot[y[x, 1/100], {x, 0, 1}, PlotRange » {{.05, 1}, Automatic}]

Exact solution vs. uniform solution found. 9.6 part(d)

1.0F

0.8}
< 0.6
>

0.4}

0.2}

— exact
— uniform approximation

0.0 0.6 0.8
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Let us check if yypuiform (¥) satisfies y (1) =1 or not.
1 1-¢
yuniform(l): e+ 1 + ) 2—€+O(€2)
& (1 + ;)
1-e>-3e%+¢
(e +1)

Taking the limit ¢ — 0 gives 1. Therefore y,piform (¥) satisfies y (1) =1.

3.3.4 problem 9.9

problem Use boundary layer methods to find an approximate solution to initial value problem

ey +a(x)y +b(x)y=0
y(0) =1
y(0) =1

1)

And a > 0. Show that leading order uniform approximation satisfies y (0) = 1 but not ' (0) = 1
for arbitrary b. Compare leading order uniform approximation with the exact solution to

the problem when a(x), b (x) are constants.

Solution

Since a (x) > 0 then we expect the boundary layer to be at x = 0. We start by finding v, (x).

Your () = X, €Yy = Yo + €Y1 + 2yp + -
n=0

Substituting this into (1) gives
2.1

€(y6’+€y'1'+€ vy + ...)+g(y6+gyi +e2yh + ---)+b(y0+€y1 + &%y, + ) =0

Collecting terms with O (1) results in

This is separable

Now we find y;,. First we introduce interval variable
X
=

&
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. d dy d& d d d d
And transform the ODE. Since = = 2% then 2 = Z¢7. Hence o= eP—

dx ~ d&dx dx ~ d& d&
d? _dd
dx2  dxdx
d d
= P — P—
("" dé) (8 dé)
2
= g_zpd_
d&z?
d%y _opd%y
Therefore ik ”@ and the ODE becomes

d?y dy
“2p_ J AP =
£E F’dgz +a(cf)dge P+b(&)y=0

ey’ +ae Py +by =0

Balancing 1 - 2p with —p shows that

p=1

Hence
ety +aely +by =0
Substituting y;, = Z:’:O "y, = Yo + €y, + €2y, + --- in the above gives

et (}/6’+'Syi’+€2y§’+ -~)+a£‘1 (]/6"'5]/1 +€2y§+ "')+b(]/0+€y1 +€2]/2+ ) =0

Collecting terms with order O (8_1) gives
Yo ~ ~avo
Assuming z = y; then the above becomes z’ ~ —az or % —az. This is separable. The

aé
. . d
solution is ;Z ~ —ad& or

3
In |z| ~—f a(s)ds +Cq
0

7~ Cle— L{ a(s)ds

Hence

3
dyo Cie” [ atsyas

_—

&
dyo ~ (Cle—L a(s)ds) &

Integrating again

) & M
yo' ~ f (Cle £a(s)ds)dr]+(?2
0

Applying initial conditions at y (0) since this is where the y;, exist. Using y;, (0) =1 then the
above becomes

1 = C2
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Hence the solution becomes
. 3 _
yo' ~ f (Cle £ a(s)ds) dn+1
0

To apply the second initial condition, which is i’ (0) = 1, we first take derivative of the above
w.r.t. &

y(,) ~ Cle_ﬁ a(s)ds

Applying y; (0) =1 gives
1= C]
Hence

. s M
vo' ~1+f e La(s)dsdr]
0

Now to find constant of integration for y** from earlier, we need to do matching.

lim y* ~ lim y3“

-0 x—0
£ 1 X b(s)
. To- d . - | —=d
lim 1 +f e L a(s) sdn ~ lim Ce £ a) "
E—o00 0 x—0

c _
On the LHS the integral [ e b u(s)dsdr] since a2 > 0 and negative power on the exponential.

So as £ — oo the integral value is zero. So we have now
b(s)

1 ~ limce k %

x—0

X b(s) 0 b(s)

Let lim,_, e_£ % — E, where E is the value of the definite integral Ce_j ©% . Another
constant, which if we know a (x), b (x) we can evaluate. Hence the above gives the value of C

as

1
C=r

The uniform solution can now be written as

Yuniform = Yin T Yout — Ymatch
& ul X b(s)
=1+ f ) a(s)dsdn + %[ﬁ ©% 1
0

5 B Ul 1 _ X @
_ f ¢ £ a(s)dsdn + e ﬂ(s)ds )
0 E

Finally, we need to show that y,piform (0) =1 but not y; ... (0) = 1. From (2), at x = 0 which
also means £ = 0, since boundary layer at left side, equation (2) becomes
* b(s)

1 _[* o)
Yuniform (0)=0+ = lime £ a*
E x—0

X b(s)

But we said that lim,_, fz_£ 1™ = E, therefore

Yuniform (0) =1
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Now we take derivative of (2) w.r.t. x and obtain

d E —g] a(s)ds 1d —f‘ @ds
’ . = — d _— a(s)
Yuniform (x) dx (‘[(; e 77) + E dx e

— lﬁ a(s)ds lwe— f( %ds
Ea(x)
And at x = 0 the above becomes
, 1b(0)
Yuniform (O) =1- Em
The above is zero only if b(0) = 0 (since we know a(0) > 0). Therefore, we see that
(0) #1 for any arbitrary b (x). Which is what we are asked to show.

’
Yuniform

Will now solve the whole problem again, when a,b are constants.

ey +ay’ +by=0 (1A)
y(©0) =1
y'(0)=1

And a > 0. And compare leading order uniform approximation with the exact solution to
the problem when a(x),b(x) are constants. Since a > 0 then boundary layer will occur at
x =0. We start by finding y,,; (x).
Your (¥) = 25 €'Y = Yo + ey + %Yy + -+
n=0
Substituting this into (1) gives
€ (y()’ +eyy + 2yl + ) +a (y6 +ey] + e2yh + ) + b(yo + ey + ey, + ) =0

Collecting terms with O (1) results in

This is separable

In |y0| ~ —Zx +C

Y~ Ce

Now we find y;,. First we introduce internal variable & = eif’ and transform the ODE as we
did above. This results in

et (yé’ +ey) + &2y + ) +ae™! (y6 +ey) + e2yh + ) + b(yo + ey + Yy + ) =0
Collecting terms with order O (5‘1) gives

17 ’
Yo ~ —aYo
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. dz ..
Assuming z = y; then the above becomes 2’ ~ —az or —= ~ —az. This is separable. The
G
. . dz
solution is -~ —ad& or
In|z| ~ —a& + E;
z ~ Eje%
Hence

dyO —a&
dé Ele
dyo ~ E1e™"¢d&

Integrating again
. -1 .
Yo ~ Eq (—)e_ag +E
a

Applying initial conditions at y (0) since this is where the y;, exist. Using y;, (0) =1 then the
above becomes

-1
1:E1(—)+E2
a
ﬂ(Ez—l):El

Hence the solution becomes

Yo ~ (1 -E)e™ + E, (1B)

To apply the second initial condition, which is y’ (0) = 1, we first take derivative of the above
w.r.t. &

yo~—a(l- E,)e

Hence y’ (0) =1 gives

1=-a(l-E)
1=-a+akE,
_1+a
EZ_T

And the solution y;, in (1B) becomes

y6”~(1—1+a)e‘“5+1+a

a a
~Y __1 e_ag + ]ﬁ
a a
(1+a)—e"
a
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Now to find constant of integration for y*“ (x) from earlier, we need to do matching.

lim yf)” ~ lim yg“f
E— o0 x—0

. (Q+a)-e _b
lim L ~ lim Cye” "
£—o0 a x—0
1+a
~ Cl

Hence now the uniform solution can be written as

Yuniform (x) ~ Yin * Yout — Ymatch
Jin Yout
_uz /_H
Q+a)—-e ¢« 14a_t, 1+a
~ + e a —

a a a

X
(1 +a) e_a5+1+a_’zx 1+a
~ — e a —

a a a a
_a*
e ¢ 1+a _?
~ — —+ e ax
a a
1 B
~ (A ae - (24)
a

Now we compare the above, which is the leading order uniform approximation, to the exact
solution. Since now 4, b are constants, then the exact solution is

yexact (X) = Ae)\lx + Be)\zx (3)

Where A;, are roots of characteristic equation of ¢y + ay’ + by = 0. These are A = 24

2¢
2%\/{12 —4¢b. Hence
—-a 1
M=+ 5V —deb

2
T
Applying initial conditions to (3). y (0) =1 gives
1=A+8B
B=1-A
And solution becomes 1., (x) = Ae™1* + (1 — A) e'2*. Taking derivatives gives
Yeract (X) = Ad1eM¥ + (1= A) Ape'2*
Using v’ (0) =1 gives
1=Ad +(1-A)A,
1=AA-Ay)+ Ay

L1k
A=Ay
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Therefore, B=1 - /11:;2 and the exact solution becomes
1-A 1-A
Yexact (x) = A - /\ize/llx + (1 - —/\1 — Azz)e/lzx
_1-4A ot 4 (A= A)-(1-Ay) oo
A=Ay A=Ay
1A e (A1) (4)
A=Ay A=Ay

b x
While the uniform solution above was found to be %((1 +a)e @ —e"¢|. Here is a plot

of the exact solution above, for ¢ = {1/10,1/50,1/100} , and for some values for a,b such as
a=1,b =10 in order to compare with the uniform solution. Note that the uniform solution
is O(¢). As ¢ becomes smaller, the leading order uniform solution will better approximate
the exact solution. At ¢ = 0.01 the uniform approximation gives very good approximation.
This is using only leading term approximation.

ClearAll[x, y]

eps=1/10; a=1; b = 10;

mySol =1/a ((1+a)+Exp[-b/ax] -Exp[-ax/eps]);

sol = y[x] /. First@eDSolve[{epsy''[x] +ay'[x] +by[x] =0, y[@] =1, y'[0O] =1}, y[x], X]

%e 5% (5Cos[5+3 x] +2+/3 sin[5+/3 x])

Plot[{sol, mySol}, {x, @, 1}, PlotRange -» All, PlotStyle » {Blue, Red}, PlotLegends -» {"Exact", "approximation"},
Frame - True, FrameLabel -» {{"y(x)", None}, {"x", Row[{"Exact vs. approximation for € =", eps}]}},
BaseStyle - 14, GridLines - Automatic, GridLinesStyle - LightGray]

Exact vs. approximation for € :%
0.8

0.6

Z 04 — Exact

— approximation
0.2

0.0

0.0 0.2 0.4 0.6 0.8 1.0
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ClearAll[x, y]
eps=1/50; a=1; b =10;
sol = y[x] /. First@eDSolve[{epsy''[x] +ay'[x] +by[x] =0, y[0] =1, y'[0O] =1}, y[x], X]
Plot [ {sol, mySol}, {x, @, 1}, PlotRange - All, PlotStyle » {Blue, Red}, PlotLegends -» {"Exact", "approximation"},
Frame -» True, FrameLabel -» {{"y(x)", None}, {"x", Row[{"Exact vs. approximation for e =", eps}]}},
BaseStyle » 14, GridLines - Automatic, GridLinesStyle - LightGray]
1

1 (55 e(‘fzsfsv?] x 26\/? e(fzsfSV?,\ X, 25 e(’ZS*SV?) X, 26\/? erfzs-whs) x)
50

Exact vs. approximation for € :51_0

< — Exact
0.4F | —— approximation

0.0 0.2 0.4 0.6 0.8 1.0

ClearAll[x, y]

eps=1/100; a=1; b = 10;

sol = y[x] /. FirsteDSolve[{epsy''[x] +ay'[x] +by[x] =0, y[0] ==1, y'[@] =1}, y[x], X]

Plot [ {sol, mySol}, {x, @, 1}, PlotRange - All, PlotStyle » {Blue, Red}, PlotLegends -» {"Exact", "approximation"},
Frame -» True, FrameLabel » {{"y(x)", None}, {"x", Row[{"Exact vs. approximation for e =", eps}]}},
BaseStyle » 14, GridLines - Automatic, GridLinesStyle - LightGray]

ﬁ 50 e 50-10V15 ) X _ 17 /15 o(-50-10V15 ) x , 5g o (-50+16V15 ) x , 17./75 (-50+10V15 ) x
Exact vs. approximation for € :11E
1.0 ! ‘ [ I 7
0.8+ ]
0.6- ]
g — Exact
; . .
0.41 - —— approximation
0.2F ]
0.0, ‘ ‘ : : ‘
0.0 0.2 0.4 0.6 0.8 1.0

3.3.5 problem 9.15(b)

Problem Find first order uniform approximation valid as ¢ = 0" for 0 <x <1

ey’ + (x2 + 1)y’ -y =0 1)
y(0)=1
y1) =1

Solution
Since a (x) = (x2 + 1) is positive for 0 < x <1, therefore we expect the boundary layer to be
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on the left side at x = 0. Assuming this is the case for now (if it is not, then we expect not
to be able to do the matching). We start by finding v, (x).

Yout (X) = D] €y = Yo + €y + €2y + -+
n=0

Substituting this into (1) gives
e (y(')’ +ey] + 2yl + ) + (x2 +1) (yf) +eyy + e2yh + ) - x3 (yo +eyp + &2y, + ) =0 (2)
Collecting terms with O (1) results in

(x2 + 1) yh ~ Xy

dyo X
ax " (@+1)”

3

This is separable.
3

[ x
Yo (x2 +1)dx
X

In |yo| ~fx—1+x2dx

Nx;—%ln(1+x2)+c

Hence

V1 4 12

Applying 3" (1) =1 to the above (since this is where the outer solution is), we solve for C

1
Cez
\2
-1
C~V2ez

Therefore

-1 2

yout \/56?67
0 V1 + x2

2

\/E ev7
€ V1 + x2
out

Now we need to find y{**. From (2), but now collecting terms in O (¢) gives

i + (2 +1) 5 - Py (3)
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In the above yj is known.

And

v ) = \/Exez(x4+xz+3)

(1 + xz)z
Hence (3) becomes

(2 + 1)y = Py -y

2
4, .2
(x +1)y oy \/Ex e? (x +x5+3)

(1 + xz)E
, 3 \/E x2e§ (x*+22+3)
N-—7— N1~
! (x2+1) ! e (1+x2);
- idx x¢ 1 > 12
Integrating factoris y =¢ =~ (*1) = ezt 2 (1 + xz)2 2, hence the above becomes
2
. 1 2 4, .2
d%((l +x2)%672]/1) - ‘\E(l +x2); esz ez (x +xZ +3)
(1 + x2)2
\/Exz(x‘1 +x2 +3)
¢ (1+22)
Integrating gives (with help from CAS)
(1+x)_ y(x)m_\/7f xt +x2 +3dx
1 + x2
4 2
) _\/7f1_ 1+x2 o (1+x2)2 i 1+x2dx
2 3x 7x arctan (x)
‘ E["‘4<1+xz>“8<1+x2)‘9 o)
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Hence
2

ol 2 e% 3x 7x arctan (x) e
y1t(x)“—\/; 1{x— 22+8(1+ 2)—9 5 ]+C1—1
(+2)2( 4(1+22) x (1+22)?
Now we find C; from boundary conditions y; (1) = 0. (notice the BC now is y; (1) = 0 and

SIS

not y; (1) =1, since we used y; (1) =1 already).

NI =
NI~

2 e 3 7 arctan (1) e
e r\l- 2 8+ 8 =G 1
@+n2\  40+D (1+1)2
1 1
2 e2 3 7 9 ez
S -2+ 2 - Zarctan()| =C;—
e\/§( 16 " 16 Saman()) IV
Simplifying
1
3 7 9 ez
1- =+ = —Zarctan(1) = C;—
16+16 8arcan() 1\/5
2(5 9
Cl—\/;(i—garctan(l))
2(5 9
Cl‘\g(i’ﬁn)
= (.31431
Hence

Yot~ — %—e% = 3 + L garctan (x) |+ \/2(§ - zn) L
i) e Sl N2 i)

~af " g_in)_ X — 3x 5 + 7 —garctan(x)
e Jare) |4 2 1(1+22) 8(1+x2) 8

5 9 3x 7x 9
~alee— |- i —x+ - +§arctan(x)

e Jire) |t 2 s(1+x2) 8(1+22)
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Hence
yout (X) yout + Syout
% 5 9 3x 7x 9
- x4+ - + —arctan (x) [+ O (&2
3v1+x2 \/7,/1+ [4 2" 4(1+xz)2 8(1+x2) 8 ()

X

2
2 e2 5 9 3x 7x 9
- l+e|--—=m—x+ - + = arctan (x) ||+ O (&2
3\/1+x2[ [4 32 4(1+x2)2 8(1+x2) 8 ()]] ()
(3A)
Now that we found y°* (x), we need to find ™ (x) and then do the matching and the find

X

uniform approximation. Since the boundary layer at x = 0, we introduce inner variable &£ = 5

and then express the original ODE using this new variable. We also need to determine p in

the above expression. Since ZZ Z ‘f then Z—Z = %e “P. Hence di =¢ F’E
> dd
dx?  dxdx
= S_Pi g_pi
aé as
2
= g_zpd—
dé?
2 2
Therefore % = 5‘217% and the ODE ey” + (xz + 1) ¥’ — x>y = 0 now becomes

2

65‘27”—5; + ((56”)2 + 1) €_p;l—]é - (&e"’y=0
2

61‘217—2; + (526” + e‘p) Z—Z - &y =0

The largest terms are {el‘ZP,s‘F’}, therefore matching them gives p = 1. The ODE now

becomes
2

8_1d—y + (525 + 6_1) d_y

e TSy =0 (4)

Assuming that
Yin (x) = f] "y = Yo + ey + Yy + -
And substituting the above into (4) gives
g1 (y6’ +ey) + ) + (525 + e‘l) (y6 +ey) + ) —-&3¢3 (yo + ey + ) =0 (4A)
Collecting terms in O (5‘1) gives
Yo = Yo
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Letting z = y;, the above becomes

Hence

- —Cle_é + Cz

Applying boundary conditions v (0) = 1 gives

1=-C;+C,

C,=1+C

And (5) becomes
Yo' (&)~ =Ciee + (1 +Cy)

~1+C(1-¢7%)

We now find v Going back to (4) and collecting terms in O (1) gives the ODE
iy
This is the same ODE we solved above. But it will have different B.C. Hence
it~ —Cae™ +Cy

Applying boundary conditions yi" (0) = 0 gives

O = —C3 + C4
C3=0Cy
Therefore
]/in - —(:36_'5 + C3

~C3(1-e7)

Now we have the leading order y™
y" (&) =y + ey
=1+C; (1 —6‘5) +eCy (1 —e“f) + O(ez)
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Now we are ready to do the matching between (7) and (3A)
lim 1+ (1-e) +eCs(1-e7%) ~

2
, 2 e2 5 9 N 3x 7x N 9 tan (2)
im - ——T-X - —arctan (x

=0 Y e~ + x2 4 32 4 (1 + x2)2 8 (1 + xz) 8

Or
2 K2

2 ez 2 ez |5 9 3x 7x 9

1+Ci+eCy ~ \/jlim + - ——m-Xx+ - + — arctan (x)
1 3 e x—0 \/1 + x2 e x—>0 \/1 + x2 [4: 32 4 (1 + x2)2 8 (1 + x2) 8 ]
2
But lim,_,, \/% -1, lim,_, 4(2#)2 — 0 lim,_, ﬁ — 0 therefore the above becomes
3

Hence

1+C1+6C3 \/7

2
1+C1: B
2

SE Y
Y (E) ~1+Cy (1-e7f) +eCy(1-ef)
o

Yuniform(x) ™~ yin (5) + yout (x) = Ymatch

~1+[\/g—1J(1—e—5)+g\/g(Z—39—271)(1—@-5)

This means that

Therefore

2
N 2 ez 1+ 5 9 N 3x 7x +9 tan (2)
- El-——mt—X - —arctan (x
V1 +x2 4 32 4(1+xz)2 8(1+x2) 8
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Or (replacing & by J—; and simplifying)

1+ \/2—1 (1—6‘5)—@“55\/g E—zn
Yuniform(x) e e\a 32

2
POV P LB D ST
e Elg X - — arctan (x
€1+ x2 4 32 4(1+x2)2 8(1+x2) 3
2
e
Or
2 2(5 9
Yuniform(x) ™~ _\/ge_‘S + 8_5 — 6_55\/;(4—1- - i7-()
x2
2 ez 5 9 3x 7y 9
X+ + = arctan (x)

T E\/1+—x21+6 173" 4(1+x2)2_8(1+x2) 8

To check validity of the above solution, the approximate solution is plotted against the
numerical solution for different values of ¢ = {0.1,0.05,0.01}. This shows very good agreement
with the numerical solution. At ¢ = 0.01 the solutions are almost the same.

ClearAll[x, y, €];
€=0.01;

2
r=1' —_—;
Exp[1]

ode=ey' [x] + (X*+1) y'[x] - X y[x] = 0;
sol = FirsteNDSolve[{ode, y[@O] ==1, y[1] =1}, y, {X, 0, 1}];
pl = Plot [Evaluate[y[x] /. sol], {x, @, 1}];
2
Exp| =
- - 9 9 7

mysol[x_, € ] :=—r‘Exp[—X]+Exp[—X]—sr(i——n)+rL[1+5[§——7r—x+ 3X22— XZ
e e 4 32 m 4 32 4 (1+x2) 8 (1+x2)

2 ArcTan[x]
+ = H
8

p2 = Plot [ {Evaluate[y[x] /. sol], mysol[x, €]}, {x, @, 1}, Frame » True, PlotStyle » {Red, Blue},
FrameLabel - {{"y(x)", None}, {"x", Row[{"Comparing numerical and apprxoimation, using € = ", N@e}]}}, GridLines - Automatic,

GridLinesStyle - LightGray, PlotLegends - {"Approximation"”, "Numerical"}, BaseStyle - 14, ImageSize - 400]
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Comparing numerical and apprxoimation, using € = 0.1

1.000 ]
0.98} ]
0.96F ]

— 0.94} ] .

; \x; [ 1 —— Approximation
ut[145]= r ]
0.92¢ 1 =—— Numerical

0.90}
0.88[

= n n n n n n n n n n n n n n El

Comparing numerical and apprxoimation, using € = 0.05
100f T T
0.98F ]
0.96 ]

. 0.94F ]

= ; { —— Approximation

> 0.92
0.90F .

Out[153]= .
— Numerical

0.88F
0.86F ]
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Comparing numerical and apprxoimation, using € = 0.01
1.00}“HWHMHWHWH"
0.98;
0.96;

A0.94;
z :
> 0.92¢
0.90;
0.88;
0.86; ]
OiOl | l0i2l | l01.4l | l0i6l | l0i8l | l1l.0

— Approximation
— Numerical

3.3.6 problem 9.19

Problem Find lowest order uniform approximation to boundary value problem
ey” + (sinx)y’ +ysin(2x) =0
y(0)=mn
y(m) =0
Solution

We expect a boundary layer at left end at x = 0. Therefore, we need to find yi" &),y (x),
where ¢ is an inner variable defined by & = eir’
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left right
boundary boundary
layer layer
|
' |
| —|

¢ n

' |
! |
- outer region

|
' |
| 1

LN

matching at these locations

Finding yi” &)
At x = 0, we introduce inner variable & = siﬁ and then express the original ODE using this

. . . . . d dy d
new variable. We also need to determine p in the above expression. Since = = Y% the

. . ) ) dx ~ d& dx
y _ ay - 4 — L
= dgé P. Hence —=¢ pdg
d? d d
dx® ~ dxdx
d d
= =P — r—
(6 dé)(e dé)
2
d&?

2 2
Therefore %Z = 5‘27”% and the ODE ey” + (sinx) y’ + ysin (2x) = 0 now becomes

2

55‘2”% + (sin (&eP)) e‘pj—g +sin (2&eP)y =0

2

Ay . _dy
1-2 s =
e p_déz + (sin (&eP)) e pdé +sin (2&eP)y =0
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3

. . . . . . X .
Expanding the sin terms in the above, in Taylor series around zero, sin (x) = x - + - gives

2 3 3
El_zpd_y + (ggp _ (5810) " "']5_pj_g + (Zcfep _ (25617) + )]/ =0

2 3 3!
2 3.2p d 2&eP)?
el—zpé+(é—53—i+~-)%+(2£ep—( 538! ) +"')}/=0

Then the largest terms are {el‘zf’,l}, therefore 1 -2p =0 or

1
P=3

The ODE now becomes

3
y"+(é—2 + ---)y’+(2£\/§—

|
(@]

3!

ey ),

Assuming that
VeI = Y €My = o + ey + Py o
n=0

Then (1) becomes

3

(2£vE)

(y6/+€yi/+...)+(g_%+...)(y6+€y’1+...)+[25\/g_ 3 +...](y0+€y1+...)

Collecting terms in O (1) gives the balance
Yo (&) ~ =Eyp (&)
Yo(0) =7

Assuming z =y, then

,é2
Therefore y; ~ C1e 2 . Hence
2

T
Yo (&) ~ le e2ds+C,
0

With boundary conditions y (0) = 7. Hence

ﬂ:CZ
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And the solution becomes
. & =2
Y () ~ C f eTds+ 7 @)

0
Now we need to find y** (x). Assuming that

YU = Y€MY = Yo+ e + Py o
n=0

Then ey” + (sinx) y’ + ysin (2x) = 0 becomes
€ (yf,’ + eyy + ) + sin (x) (y(’) +eyp + ) + sin (2x) (yo +eyp + ) =0
Collecting terms in O (1) gives the balance

sin (x) v (x) ~ —sin (2x) yo (x)
dﬂ N _sin (2x)

Yo sin (x)
sin (2x)
In |y0| - _f sin (x) ax
2sinxcosx
~- f SIMTBY
sin (x)

~ —2sinx + Cg
Hence
ygut (x) ~ Ae—Zsinx
Yo () =0

Therefore A = 0 and y3“ (x) = 0.Now that we found all solutions, we can do the matching.
The matching on the left side gives

lim " (&) = lim y** (x)
E—o0 x—0

£ 2 ,
lim C; f 7 ds + 7 = lim Cye25i0
E—o0 0 x—0
. ¢ =2
lim C e2ds+m=0 (3)
v
o 0

But

¢ 2 n ¢
foe ds—\/;erf(ﬁ)
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And limg_,, erf(i) =1, hence (3) becomes

V2
C1\/§+n20
2

Cp = -1y =
Tt

= -V2n (4)

Therefore from (2)
) & -2
Y (E) ~ —V2r f 0T ds+ 7 5)
0
Near x = 7, using 1 = % Expansion y™ (17) ~ 1o (17) + €yq (17) +0 (62) gives p = % Hence
O (1) terms gives
vt (1) ~ o (n)
¥y (0)=0
. no=?
vo! (17) ~ Df ez2ds
0
And matching on the right side gives
lim 3™ (17) = lim y*" (x)

17—)00 X—TC
U
lim D e2ds=0
n—oo 0
D=0 (6)

Therefore the solution is
y (x) ~ yin &) + yin (77) + yout (x) - ymatch

2

L
N—\/Z_nf e2ds+m+0
0
N—\/Z_n zerf(£)+7z
2 \\2

N—\/Z_n Eerf(i)+7t
2 \2e

~NT—-T erf(\/iz_g) (7)

The following plot compares exact solution with (7) for ¢ = 0.1,0.05. We see from these
results, that as ¢ decreased, the approximation solution improved.
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In37)= ClearAll[x, €, y]

mySol(x_, ] i= Pi-Pikrf[——];
—23 — .\/E B
€ =0.1;
ode=€ey''[x] +Sin[x]y'[x] +Yy[x] Sin[2x] == 0;
sol = NDSolve[{ode, y[@] == 7, y'[n] =0}, y, {X, 0, 7}];
Plot[{mySol[x, €], Evaluate[y[x] /. sol]}, {x, @, Pi}, Frame -» True,
FrameLabel » {{"y (x)", None}, {"x", Row[{"Numerical vs. approximation for e=", €}1}}, GridLines - Automatic,
GridLinesStyle - LightGray, BaseStyle » 16, ImageSize -» 500, PlotLegends -» {"Approximation", "Numerical™},

PlotStyle -» {Red, Blue}, PlotRange - All]

Numerical vs. approximation for €=0.1

T T T T T T T T T T T

Z ol | — Approximation
— Numerical

00 05 10 15 20 25 30

Numerical vs. approximation for €=0.05

T T T T

3.0f ,

2.0F |

w1 5i — Approximation
' — Numerical

0.5¢

00 05 10 15 20 25 30
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3.3.7 key solution of selected problems
3.3.71 section 9 problem 9

Problem 9.9 asks us to use boundary layer theory to find the leading order solution to the initial
value problem ey”(z) 4+ ay'(x) + by(z) = 0 with y(0) = 3/(0) = 1 and a > 0. Then we are to compare
to the exact solution. The problem is ambiguous as to whether a and b are functions or constants.
For clarity’s sake, we assume a and b are constants, but all the following work can be generalized for
nonconstant a and b as well.

Since a > 0, the boundary layer occurs at = 0, where the initial conditions are specified. We set
x = e£,! and then in the inner region,

0(6) + L4h6) + byn(©) = . )

Thus, to leading order, y!’ (£) ~ —ayl,(£), which has solution 3;,(¢) = Cy + Cie™*. Solving for Cy and
C1, we see that y(0) =1 = Cy+ C; =1, and

Y@ =1= ¢y =¢= —aCi=¢ = C,=—¢/a=0(e).
=0 £=0

This means that Cie™% = O(e) shouldn’t appear at this order in the expansion, and C; = 0. We
should throw this information out because we have already thrown out information at O(g) in solving
the equation, and we have no guarantee that the O(e) value for C} is actually correct to O(g).

So there is no boundary layer at leading order! The inner solution yi,(z) = Cy = 1 does not change
rapidly, and it will cancel when we match, just leaving the outer solution. This is okay and happens
occasionally when you get lucky.

In the outer region, we have Yoy ~ —gyout, SO Your(x) = Cebz/a 4 O(e). Matching to the inner
solution, C' = 1, 50 Yunitorm (z) = €*/* + O(). We note that ¥, (0) = —2 # 1 in general.

Although the problem does not ask for it, we can also go to the next order in our asymptotic
expansion. And even though no boundary layer appeared at leading order, one will appear at O(g).

Going back to the inner region, let yi,(£) = Yo(€) + eY1(€) + O(e?). We already computed that
Yy(€) = 1. Now looking at (1) at O(1), Y{"(£) +aY{(§) +bYp(§) =0 = Y{"(§) +aY{(§) = —b. Solving,
Y1(€) = Co 4 C3e* — L& We have initial conditions Y1(0) = 0, but since 3/(0) = 1 was not satisfied,
we note that ¥/(0) = 1. Thus, C; + C5 = 0 and —aC3 — 2 =1, so

1 b 1 b
Os=———-— and Cy=-C3=-+—.
a a a a
Therefore,
Yn(§) =1+4¢ 1,2 (1—e) - 95 +0(e?)
" a a2 / a ’
so

ac

Ym(zx) =1+¢ ((2 + %) (1 el — Qg) L O@E).

Turning to the outer solution, let Yout(z) = yo(x) + eyi(x) + O(e?). We already found that yo(z) =
e~br/a_ At order €, the outer equation reads:

b 1 —bx/a
Yo (2) + ay (@) + byi(2) = 0 = yi(2) + —wn(@) = =70,

"'We know that we can use ¢ instead of ” for some unknown constant p because a is positive near zero, and p # 1 only
occurs when a(z) — 0 at the boundary layer.
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Therefore,
(x) = Coetole — Zebale
a

and

Your () = e/ 4 ¢ (<C4 - 2) 671)17/“) +0(e%).

Now we match. As x — 04, the outer solution goes to
Your(z) ~ 1+ Cue + O(e?),

while as £ — oo, the inner solution approaches
1 b
in ~1 - Y 0 2 )
Yin(T) +(a+a2>€+ (e%)

where I have cheated slightly.? Matching,

and thus,

1 b T 1 b
—bzx/a —bx/a —azx/e 2
Yuniform () = € / +€<<<a+a2> _a>e fa (a+a2>e /)+O(€ ).

Let us now graphically compare the asymptotic solutions accurate to O(1) and O(e) with the exact
solution:

1 —(a a?—4be/e)x/2 —(a/e+Va?—4be/e)x/2 —(a/e+VaZ—dbe/e)x/2

o (8) = e (—ae I VETRER]2 _ e/t R 12 4 /T Tl ,
2v/a? — 4be

_~_a67(a/57\/a274b5/5)x/2 + 2€ef(a/67\/a274b5/5)93/2 + mef(a/afJM/a)x/Z) ]

For simplicity, take a = b = 1.

2T ignored the term which was linear in &, which blows up as &€ — co. This term came from ignoring the outer expansion,
which changes on the same order, and is called a secular term. This occurs because we ignored the outer expansion, as is
conventional when working with the boundary layer, but the outer solution, when Taylor expanded about zero, matches
this term exactly at order z, and so we do not have any problems. The outer solution changes at a slow rate compared to
&, and so the appearance of two time scales in the boundary layer causes problems with the match (which I swept under
the rug by cheating). This problem is therefore far better suited for multiscale methods, which form the subject matter
of Chapter 11.
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For the first graph, e = 0.1:

0.0 0.2 0.4 0.8 0.3 1.0

The blue curve represents the exact solution, the orange curve the uniform solution to leading order, and
the green curve the uniform solution accurate to O(e). We see that the differences between the curves
remains small always, and that the higher order approximation is much closer to the exact solution. The
leading order solution never differs by more than about 0.1 = ¢, while the next order solution differs
from the exact solution by a much smaller amount (approximately O(e?)).

Now let € = 0.05:

1.0

0.8

0.4 -

0.0 0.2 0.4 0.8 0.8 1.0

The color scheme is the same as before. We notice that the same qualitative observations from before
hold for this graph as well. The difference between the orange and blue curves is even half as much, in
good agreement with our O(g) error estimation. This also validates our conclusion that the boundary
layer only appears at O(e). It is somewhat more difficult to verify pictorially that the error for the green
curve is O(g%), but it is also clear that the error in this plot is less than in the first plot, and by a greater
factor than two.
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3.3.7.2 section 9 problem 15
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L@lté Mﬂl’ %0 ‘Hu /wn’olams %K
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Y /
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3.3.7.3 section 9 problem 19

Here is an outline for the solution to BO 9.19.

The boundary value problem is

ey’ + sin(z)y’ + 2sin(x) cos(z)y =0, y(0)=m, y(r)=0

using sin(2z) = 2sin(z)cos(z). Our heuristic argument based on the 1D advection-
diffusion equation suggests a boundary layer on the left at * = 0. An outer expansion
Yout(z) ~ Yo(2) + ey1 (z) + O(€?) gives

o) : gy ~—2cos(x)yo

with solution

Yo(z) ~ Aexp[—2sin(z)]
which cannot satisfy y(7) = 0 unless A = 0 (see below).

For the inner solution near x = 0 let £ = x/eP. The expansion yi (&) ~ yo(&)+ey1(£)+0(e?)
leads to p = 1/2 and

O(1): yg (&) ~ —€y,(§), y(€=0)=m
with solution

3
Yo(§) ~ 7+ C/O exp(—t2/2)dt

¢/V2 P
Yo (&) ~7T+\/§C/O exp(—sQ)ds:7r+\/§C§erf(§/\/§).

On the other side near x = 7, let n = (7 — ) /€P. The expansion yin (1) ~ Yo (n) + ey1(n) +
O(€?) leads to p = 1/2 and

OM): yg(m) ~nyo(n), yn=0)=0
using sin(m — €/2n) = sin(e'/?n) ~ /2y for ¢'/?n — 0. Then
n
o) ~ D [ exp(e? /2t
0

Now matching

lim yin(&) = igr[l) Yout (I)

£—o00
nlinc}o yin(n) = zh_I)I}r yout(x)

gives A= D =0 and C = —v/27. Thus we obtain

y(z) ~ 7 — m erf(z/V2e).
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3.3.7.4 section 9 problem 4b

NEEP 548: Engineering Analysis 11 2/27/2011
Problem 9.4-b: Bender & Orszag

Instructor: Leslie Smith

1 Problem Statement
Find the boundary layer solution for

e + (@2 + 1)y —2Py=0 (1)

2 Solution

We can expect a boundary layer at x = 0.

2.1 Outer Solution

(22 + 1)y, — 23y, =0

3
’ x
yo_<x2+1>yo:()

This is in a form that we can find an integrating factor for,

C X 1 2 2 2 1/2, —x2/
= - = —— — = (x - 0T /2
1L = exp </ o 1dx> exp { 2 (In[x* +1] — x )} (x*+1)"=e

— [po(a® +1)7 27/ =0

Yo = 01(372 + 1)’1/26”2/2

B.C.: y(1)=1 = 1=C1(2)"Y2e!/2 — () = \/2e"'/2. Therefore, the outer solution is:

Yo = \/5671/2(332 + 1)71/26’,%2/2 (2)
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2.2 Inner Solution

Define £ = z/e such that when z ~ ¢, E~1

Oy _ dyd
Or  df dx
Oy _1dy
02 €2 dg?
Plug this into the D. E. to get,
LdPy | ady  1dy 5,
Ed—e‘FEfd—gﬁ‘zd—g—féy*O (3)

The let the inner solution take the form,

Yin = Yo(§) + ey1 (&) + y2() + ..

Balance terms, order by order,

1

0(—): Yl 4y =0 y(0) =1
€
o1):  y+y1=0 y(0) =0

To the lowest order,

Yin ¥ =0 let 2=y,

= Inz= -+ Cs
Iny;, = =€+ Cy

We can solve for one of the constants by imposing the boundary conditions, y;,(0) =1 = 1 =
—Cs3+Cy = Cy=1+0Cs

Yin =1+C (1 - 6_5) (4)

The other constant we get by matching the ‘outer’ and ‘inner’ solutions:
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lim y, = lim y;,
z—0 £—o0

lin%) V2e 12 (2% + 1)71/2€‘T2/2 = lim [1 +C(1 — &%)
T—

£—o00

V2e 2 =1+4+C
= C=+V2e12-1

Note: Ymaten = \/56_1/2

Ytot = Yin + Yout — Ymatch (5)
Yiot = \/5671/2(1,2 + 1)71/26@2/2 + efx/c(l _ \/5671/2) (6)
3
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3.3.7.5 section 9 problem 6

Here is an outline for the solution to BO 9.6.

Write the equation as

Y=+ -2y+1, y(1)=1

and we want to solve this on 0 < z < 1. For the outer solution, the expansion yout(z) ~
Yo(@) + ey () + O(e) gives

0(1) : y(/) ~ (yo - 1)27 yo(l) =1

O(e): Yy ~2yotn +y52 > —2y1, 31(1) =0
with solutions

yo(x)wl» y1($)N1—$71
valid away from zero. So Your(x) ~ 1+ ¢(1 —271) + O(e2).

For the inner solution let & = z/¢P. The expansion yout(€) ~ Yo (&) + €y1 (€) 4+ O(€?) leads
to € < € (so we take & = € for convenience). The biggest terms are:

O(e™h): y,~yle?
with solution

yo(é) ~ 5(1 - Ag)il'

Now matching
lim y,(€) + O(e) = lim y,(x) + O(e)
£—00 z—0
. _ 1 _ 5
513?0 E(1 =A™ +0(e) igno 1+ 0O(e)

lim —A™'+ 0™ + O(e) = ,lii% 14+ 0(e)

£—o00
gives A = —1 with matching region ¢ < z < 1.
The next-order problem is
O(1): Yy ~ys+2y011 &> = 240 + 1.
Use yo(§) from above and the integrating factor method to find

y1(§) ~ €1+ 62+ 01+ €)%

Now matching
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lim 4, (€) + ey (€) + O(e) = lim y, () + ey (2) + O()

£—o00

Jim €147 +e(CEA+9 2 - €1+ 97) +0) = lim 1+ e(1-07 ) + 0

51350 Tlf_l - €<C’§2(1 +&)2 -1+ 5)2) +O0(?) = lim 1+€— ; + O(€%)

lim 1 - ¢4+ 0(E2) +eC+ 0 1) +0(?) = lir% 14+e— 5 + O(é?)
Tr—

£—o0

and so we choose C' = 1.
Question for you: what is the matching region? (I think €'/? <« z < 1). Is this correct?

Now we form the uniform approximation ¥ ~ ¥in + Yous — Ymatch + O(€?):

€

y~ltel—a ) +E(1+67" +e<£2(1+5)2 —5(1+£)2> - (1 +e— —) +0(e?)

x
with & = x/e and simplify. Notice that there is no singularity at = 0 the solution is
uniformly valid on 0 < x < 1.

More questions for you: Does the solution above satisfy the initial condition y(1) = 17
If not, can you add an O(€?) correction so that y(1) = 1?7 Will you still have a solution
uniformly valid to O(e?)?

I encourage you to make plots so that you can visualize the solution!
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3.4 HWH4

3.4.1 problem 10.5 (page 540)

problem Use WKB to obtain solution to

ey +a(x)y +b(x)y=0 (1)

with a(x) >0,y (0) = A,y (1) = B correct to order ¢.
solution
Assuming

1 (o)

y(x) ~ exp (— ), 018, (x)) 5—0

0 n=0

Therefore

v 0~ 5 505 wen (5 3ers, )
n=0 n=0

¥’ (x) ~ 5 nz:;) 8"S!! (x) exp (5 Zf) o"S,, (x)) + (5 ,Zf) oS!, (x)) exp (5 Zﬁ o"S,, (x))

Substituting the above into (1) and simplifying gives (writing = instead of ~ for simplicity
for now)

Onlm

€ [— ), 018y (%) + 5"5' (x) }

~ E 8"Sy (%) + — (E 8"y, (x) E oSy, (x))

Expanding gives

5"S! (x) +b =0
0

5", (x) +b =0

Oﬂlm

g (S5 + 0687 + 625y + )
+ é ((S{) +0S) + 6255 + ) (56 + 6] + 62S) + ))
+§(86+65’1+525§+...)+b:0
Simplifying

(256' + é’Si’ + g(SSé’ + )
€ 4 2 28 ’Cr’ 7 o7 , 2
+ (§ (50) 5 (5051) +e (25052 + (51) ) 4 )
+ (g56+u51 +aoS; + ) +b=0 (1A)

2
The largest terms in the left are ;—2 (56) and 256. By dominant balance these must be equal in

magnitude. Hence O( ) or % = O(1). Therefore 6 is proportional to ¢ and for simplicity
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¢ is taken as equal to 0, hence (1A) becomes
(S{)’ + &Sy + 25y + )
2 2
t (e—l (S6)° +28481 + ¢ (zsgs; (%) ) ; )
+ (ae‘lsf) +aS] +aeS; + ) +b=0
Terms of O (5‘1) give
2
(S) +aSy=0 2)
And terms of O (1) give
Sg +25,S]+aS1+b=0 (3)
And terms of O (¢) give
2
2548y +aSy+ (S5) +S7 =0
2
(S5) +sy

% sy

(4)

Starting with (2)
Sy (Sp+a)=0
There are two cases to consider.

case 1 S; = 0. This means that Sy (x) = cy. A constant. Using this result in (3) gives an ODE
to solve for S; (x)

aS1+b=0
,_ b
17 ()
X b(t)
S ~—f EAJTIN
! o at)y

Using this result in (4) gives an ODE to solve for S, (x)

)
a(x) a(x)

r_
T
@ . (@ _ b(X)ﬂ'(x))
_ a2 (x) a(x) a2(x)
o a (x)
b2(x) B a(x)b’ (x) a’ (x)b(x)
_ AW a2(x) a2(x)
a(x)
_a(x)b’ (x) - b? (x) —a’ (x) b (x)
- a3 (x)
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Therefore

“a(hb () - (1) —a ()b (H)
S, = f dt
o a3 (£)

For case one, the solution becomes

+ Cy

1 o0
Y1 (x) ~ exp 5 ]E)(S”Sn (x)) 6—0

~ exp % (So (x) + €51 (x) + €25, (x))) e—0F

~ exp %SO (x) + 51 (x) + &Sy (x))

Nexp(%co—fx@dt+c1+ej:a(t)b,(t)_bz(t)_b(t)dt+02)

o a(t) as(t)
BB (Ta(b ()~ -b®)
~ Cyexp (— j: it j: =0 dt) 5)

1
Where C; is a constant that combines all e:°""2 constants into one. Equation (5) gives

the first WKB solution of order O (¢) for case one. Case 2 now is considered.

case 2 In this case S; = —a, therefore

X
soz—f a (t)dt + ¢
0

Equation (3) now gives

Sy +25,S7+aS1+b=0
—-a’ —2aS]+aS]+b=0

-aSi=a"-D
b-a

S) =
1 a
b a
Si=—-—-—
170 a4

Integrating the above results in

x b (t
5 :fo %dt—ln(a)ul
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S, (x) is now found from (4)

2
(S5) + sy
Sp=—> 1
(a + 256)
(b—a’)2 (b_uf)’
+
_ a a
(a+2(-a))
@)’ -2ba’ | V-a" o)
- _ a? + A a2
—a
PP+ (@) - 2ba’ +ab —aa” —a'b - (')
= -
_ D?-2ba’ +ab —aa” - a'b
= —

Hence

(" PO -2b0)a’ () +a®)t ) —at)a” (t)—a’ (H)b(t)
=, =0 e

Therefore for this case the solution becomes

1 o0
Yp (x) ~ exp 5 Z%(S"Sn (x)) 6—0

~ exp % (SO (x) + €51 (x) + €25, (x))) e—0F

~ exp %SO (x) + 51 (x) + &S, (x))

Or
-1 X (t)
Yo (x) ~ exp (? j; a(t)dt + CO) exp (f Wdt —In(a) + cl)
, ) -2b0)a’ () +a()b () —a(t)a” (t)—a’ )b ()
exp (e j: &0 dt + c2)

Which simplifies to

Z(X)N_exp( f* (B dt + x&dt fo bZ(t)—zb(t>a'(t>+a(t)az’((tt;—a(t)a"(t)—a’(t)b(t) dt)
(6)

Where C, is new constant that combines cy, c1, ¢, constants. The general solution is linear
combinations of yq,y,

y (x) ~ Ay (x) + By, (v)
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Or
xb() a(hb' () -b* () —a’ (b ()
y(x) ~Cq exp( f (t) t+ ef 70 dt)
C -1 X b(t) TR -20)a’ () +at)b (t)—at)a”’ (t)-a (t)b(t)
e [Jawa [Gare [ 70 |
Now boundary conditions are applied to find C;,C,. Using y(0) = A in the above gives
C,
A=Ci+—= 7
1+ 2(0) (7)

And using y (1) = B gives
1b(h) La(®b () -0 () -a’ ()b (t)
B= Cl eXp( L mdt L {,‘13 (t) dt)
C, -1 1p b(t) ) Lp2(t)-2b (W) a’ (t) +a ()b (t) —a(t)a” (t)—a’ (t)b(t)
E exp (—fo a(t)dt + f ( ) t+ ef &0 dt)

Neglecting exponentially small terms involving e ¢ the above becomes

310 La()b () - P () - ()b ()
= o (- [ e | A0 a

C, L h(t) L2 () =2b()a’ () +a®)b (t)—at)a” (t) —a (t)b(t)
o O (f Z() dt) ( ‘], F=I0)
To simplify the rest of the solution which finds Cy, C,, let
1
Z1 = f %dt
a(h)b' () -b*(t)-a (f)b(t)
2= fo 2 ()
L2 () -2b(Ha’ () +a(t)b' () —at)a” (t)—a” ()b (t)
Z3 = fo B (t) dt

f) (8)

Hence (8) becomes

B = Cie™®1e%2 + &6216523 (8A)
a(l)
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From (7) C; = a(0) (A — Cy). Substituting this in (8A) gives

o e, A(0)(A-Cy)
— Z1 .522 21 E£Z3
B =Cqe7*e o)
_ a(0) )
— C e ZleéZZ + — ezle¢23 C ezl EZ3
a(l) a(l) !
_ a(0) a(0)
B=Cyle*e*2 — mezleg23 + Amezlea3
B— AZDetess
Cl =
e—Zl eéZz uz(]); ezl eé‘Zg,
_a(l)B-Aa(0)e1e = ©)
T a(l)e etz — q(0) et1et%
Using (7), now C, is found
C,
A=C1+—==
' a(0)
_a(l)B- Aa(0)e*1es N C,
T a()e ez —a(0)etess  a(0)
a(1) B—- Aa(0)e*1e=3
C,=a(0)[A- 10
2=a(0) ( a(1)e#ez2 — g (0) e*1e¢% (10)
The constants C;,C,, are now found, hence the solution is now complete.
Summary of solution
(t) fx a(hb' () -b*(t)—a' ()b ()
~ —Zdt + dt
C, 1 X b (t) TR ) -2 a’ () +at)b (t)—at)a” () —a’ (t)b(t) )
+——ex a(t)dt + —dt + dt
<>p(~£() J, zate ), 2 (1)
Where
_a()B- Aa(0)ex1e
17 (1) e z1et22 — a (0) e#1e%8
a(1) B— Aa(0)e*1¢e=
Cro=a(0)[A-
2=4a( )( a(l)e?1et?2 — g (0) e?1e%
And

b
= f ot
Clal () - ) -a (Ob )
Zy = \f; B (t) dt
L) =20 a’ ) +a®)b’ () —al)a” (t)—a (t)b(t)dt
%‘L P2
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3.4.2 problem 10.6

problem Use second order WKB to derive formula which is more accurate than (10.1.31)

for the n'" eigenvalue of the Sturm-Liouville problem in 10.1.27. Let Q(x) = (x + 7'()4 and
compare your formula with value of E, in table 10.1

solution

Problem 10.1.27 is

Y +EQ(x)y=0
With Q (x) = (x + 7'()4 and boundary conditions y(0) = 0,y (7) = 0. Letting

1
E==-
&
Then the ODE becomes
ey’ (0) + (x+ ) y(x) =0 1)

Physical optics approximation is obtained when A — co or ¢ — 0*. Since the ODE is linear,
and the highest derivative is now multiplied by a very small parameter ¢, WKB can be used
to solve it. Assuming the solution is

y(x) ~ exp (% i o"S,, (x)) 6—0
n=0
Then
1 & 1 &
y () ~ exp (5 2, 0"S (x)) (5 2, 0", (x))
n=0 n=0

18 18 2 18 &
Yy’ (x) ~ exp (5 2 o"s,, (x)) (5 E oSy, (x)) + exp (5 E o"S,, (x)) (% E o"sy) (x))

n=0 n=0 n=0 n=0
Substituting these into (1) and canceling the exponential terms gives

1 S -
€ ((5 ;:%5"5;1 (x)) +s ;:%(sns;; (x)]
)
)

2

—(x+mn)

%(S6+6Si+625§+) (56+6Si+628,2+"')+2(56’4‘65,1’4'6255’4-'--
=

o9

((56)2 +6(287Sp) + 6 (25655 + (56)2) + ) + g (St +06S7 + 628 + ) ~ = (x + m)*

2 2
(55 (50)"+ 5 (25155) + e (2583 + (5) )+ ) + (586 + 287 + ) ~ — x40 @)
The largest term in the left side is (% (56)2. By dominant balance, this term has the same

order of magnitude as right side — (x + n)*. Hence & is proportional to ¢ and for simplicity,
6 can be taken equal to /¢ or

6=+e
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Equation (2) becomes
((56)2 Ve (255p) + ¢ (25655 + (56)2) + ) + (VESy + 68y + ) ~ = (x+ )

Balance of O (1) gives

2
(S4)" ~ - (x+m)* (3)
And Balance of O (\/E) gives
2518 ~ =Sl (4)
Balance of O (¢) gives
el ’ 2 7
25585 +(S7)" ~ =S; (%)

Equation (3) is solved first in order to find S (x). Therefore
Sy ~ i (x + 1)
Hence

So (x) ~ iif (t+ 702 dt + C*
0

#3 g
~ ii(— + 7t + nzt) +C=*
3 0

3
~ i (§ + x? + nzx) +C* (6)
S1 (x) is now found from (4), and since S = +2i (x + 1) therefore
, 157
51 ~ _55_6
1+2i(x+m)
2 4i(x + 1)
1
X+
Hence
1
Si(x) ~— | ——dt
0 t+m
~-In(E25) (7)
Tt

S, (x) is now solved from from (5)
2
2585 +(S7)" ~ -SY
2
=Sy - (s1)

Sy~
2 28},
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> and the above becomes

- ()
(x+70)? X+

. 1
Since S| ~ ——, then S} ~
X417 (x+7)

%2 2 (ii (x+ 7'()2)
1 1
@’
+2i(x + 71)2
~ +i 1
T (x+ )t

Hence

o
Sy ~ ii(f 4dt)+ki
0 (t+7'()

( ) + k*
(rr + x)

Therefore the solution becomes

1
y (x) ~ exp (— (So (@) + VS (x) + &S, (x)))
Ve
1
~ exp (—50 (x) + S1 (%) + VeS, (x))
Ve
1 1
But E = > hence /e = 7 and the above becomes

1
Y (x) ~ exp (\/Eso (x) + 51 (x) + @sz (x))

Therefore
3 11/1 1
T [N NS EEE] NOL TR o8

Tt

Which can be written as
X , X3 1(1 1
(X) (n - ) CeXp (1 (‘/E(? + 7TX2 + 7'[23() + Tg (; m)))
+x\71 _ X3 11(1 1
—C(nn ) eXp(_l(\/E(g-FTCXZ-FTCZX) Tg(ﬁ—m)))

Where all constants combined into +C. In terms of sin/cos the above becomes

A 3 11(1 1
" cos(VE(S # ot i)+ 3 (- )

y(x) ~

VE3\™  (n+x)°
B . x3 11(1 1
+——sin (\/E(E + 7 + nzx) N (— - m)) (8)
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Boundary conditions y (0) = 0 gives

0~ A 0+ (1 ! + Bsin (0 + L1/ !
~ Acos — |=-= sin ——|l=-=
NE\T VE3\m® m8

~ A

Hence solution in (8) reduces to

nB . x> 11/(1 1
y(x) ~ +xsm(\/§(§+7Ix2+712x)+——(———3))

Tt

Applying B.C. y(n) = 0 gives
3
0~ nB sin(\@(% + n? + nzn) + 11 (i - %))

T+ T

~ 2 (\/E (gﬁ) + é (T;))

For non trivial solution, therefore
vVE Zn3 +LL—nn n=1,273
"\3 VE, \2473) i

Solving for /E,.. Let \/E,, = x, then the above becomes

X2 (Zn3) + (L) = xnm
3 246
1
- 7—7_[2x7’l + % =0
Solving using quadratic formula and taking the positive root, since E, > 0 gives

1
X= —— (\/E\/18n2n2 — 49 + 6nn) n=123,

2

~ 2873
1
VE, = T («/E\/18n2n2 —49 + 6nn)

2
E, = (x/EVlSnZnZ —49+ 6nn)

Table 10.1 is now reproduced to compare the above more accurate E,. The following table
shows the actual E, values obtained this more accurate method. Values computed from
above formula are in column 3.
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sol = x /. Last@eSolve [x2 - XN+ —— =0, x]
7 Pi2 8Pi”6
[ -49+18n2 2
3nT+ N
14 573

lam[n_] := (Evaluate@sol) ~2

nPoints = {1, 2, 3, 4, 5, 19, 20, 40};

book = {0.00188559, 0.00754235, 0.0169703, 0.0301694, 0.0471397, 0.188559, 0.754235, 3.01694} ;
exact = {0.00174401, 0.00734865, 0.0167524, 0.0299383, 0.0469006, 0.188395, 0.753977, 3.01668} ;
hw = Table [N@ (lam[n]), {n, nPoints}];

data = Table[{nPoints[[i]], book[[i]], hw[[i]], exact[[i]]}, {i, 1, Length[nPoints]}];

data = Join[{{"n", "E, using S@+S1 (book)", "E, using S@+S1+S2 (HW)", "Exact"}}, data];
Style[Grid [data, Frame - All], 18]

n |E, using S©+S1 (book) |E, using S©+S1+S2 (HW) Exact
1 0.0018856 0.0016151 0.001744
2 0.0075424 0.00728 0.0073487
3 0.01697 0.016709 0.016752
4 0.030169 0.029909 0.029938
5 0.04714 0.046879 0.046901
10 0.18856 0.1883 0.1884
20 0.75424 0.75398 0.75398
40 3.0169 3.0167 3.0167

The following table shows the relative error in place of the actual values of E, to better
compare how more accurate the result obtained in this solution is compared to the book

result

data = Table[ {nPoints[[i]],

100 x Abse@ (exact[[i]] - book[[i]]) /exact[[i]],

100 x Abs@ (exact[[i]] -hw[[i]]) /exact[[i]]}, {i, 1, Length[nPoints]}];
data = Join[{{"n", "E, using S@+S1 (book) Rel error", "E, using S0+S1+S2 (HW) Rel error"}}, data]l;
Style[Grid [data, Frame - All], 18]

n |E, using SO0+S1 (book) Rel error (E, using SO0+S1+S2 (HW) Rel error
1 8.1181 7.3927

2 2.6359 0.9343

3 1.3007 0.2576

4 0.77192 0.098497

5 0.5098 0.045387

10 0.087051 0.051101

20 0.034219 0.00021643

40 0.0086187 0.000055619

The above shows clearly that adding one more term in the WKB series resulted in more

accurate eigenvalue estimate.
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3.5 HW)S

NE548 Problem: Similarity solution for the 1D homogeneous heat equation

Due Thursday April 13, 2017
1. (a) Non-dimensionalize the 1D homogeneous heat equation:
2
Ou(x,t) _ 1/8 u(x,t) (1)
ot Ox?

with —oco < z < oo, and u(z,t) bounded as z — +o0.

(b) Show that the non-dimensional equations motivate a similarity variable ¢ = 2 /t'/2,
(¢) Find a similarity solution u(x,t) = H(§) by solving the appropriate ODE for H(¢).

(d) Show that the similarity solution is related to the solution we found in class on 4/6/17
for initial condition

u(z,0) =0, <0 u(z,0)=C, x>0.
solution

3.5.1 Parta

Let X be the non-dimensional space coordinate and f the non-dimensional time coordinate.
Therefore we need

. x
X=—
ly
_ t
f=—
to
. u
n=—
Ug

Where [ is the physical characteristic length scale (even if this infinitely long domain, Iy
is given) whose dimensions is [L] and t, of dimensions [T] is the characteristic time scale
and 7 (%, f) is the new dependent variable, and 1, characteristic value of u to scale against
(typically this is the initial conditions) but this will cancel out. We now rewrite the PDE

2
% = v% in terms of the new dimensionless variables.
u B ou dil ot
ot dn of ot
on 1
= _—— 1
FT (1)
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And
Ju  Judi dx
Jdx  On Jx dx
1
BRETIA
And
d%u 2*n 1
Fro P @)
Substituting (1) and (2) mto - = v% gives
on 1 2’ 1

MGit, MM
&u O &2_
— == —
ot 12] ox?

. . . . ., 12
The above is now non-dimensional. Since v has units [ T ] and 2 2 also has units [ ] therefore

the product v;—g is non-dimensional quantity.

If we choose t; to have same magnitude (not units) as I3, i.e. t; = I3, then ;—2 =1 (with units
0

[le]) and now we obtain the same PDE as the original, but it is non-dimensional. Where

now i1 = i (, X).

3.5.2 Part (b)

I Will use the Buckingham 7 theorem for finding expression for the solution in the form

u(x,t) = f (&) where ¢ is the similarity variable. Starting w1th - = v%, in this PDE, the

diffusion substance is heat with units of Joule J. Hence the concentratlon of heat, which
is what u represents, will have units of [u] = é (heat per unit volume). From physics, we
expect the solution u (x,t) to depend on x,t, v and initial conditions 1, as these are the only
relevant quantities involved that can affect the diffusion. Therefore, by Buckingham theorem
we say

= f(x,t,v,up) 1)
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We have one dependent quantity # and 4 independent quantities. The units of each of the
above quantities is

/
[ul = 13

[x] =L

[t1=T

12
[v] = T

/
[uo] = 13
Hence using Buckingham theorem, we write
[u] = [x“tbvcug] (2)

We now determine a,b, c,d, by dimensional analysis. The above is

bee(e] 4]
0(12) = (652 (1) )

Comparing powers of same units on both sides, we see that

d=1
b-c=0
a+2c-3d=-3
From second equation above, b = ¢, hence third equation becomes
a+2c-3d=-3
a+2c=0
Since d = 1. Hence
a
c=-3
b 8
2

Therefore, now that we found all the powers, (we have one free power a which we can set
to any value), then from equation (1)

[u] = [x”tbvcug]
— =0 = xt"°
Up
Therefore 7 is function of all the variables in the RHS. Let this function be f (This is the
same as H in problem statement). Hence the above becomes
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Since a is free variable, we can choose

a=1 2)
And obtain
x
n=fl— (3)
ir)
In the above % is now non-dimensional quantity, which we call, the similarity variable
x
£=— 4
Nar (4)

2
Notice that another choice of 4 in (2), for example a = 2 would lead to & = % instead of

& = it but we will use the latter for the rest of the problem.

\/_

3.5.3 Part (c)
Using u = f (£) where & = % then

ot
8u_dfz9£
ot dE ot
_dfd | x
FHE
o ldf| «x
24|
And
8u_dfo"5
Jx  d&dx
_df J [ «x
_ﬁﬁ(\ﬁ)
_df 1
v

192



3.5. HW) CHAPTER 3. HWS

And

Ju %u
Hence the PDE ~ =V53 becomes

_ldff x| 1Y
248 | o ~Uotde
1df 1 x df _
tde? 2\/&;015‘

@ef 1 x df _

g2 " 2\fprds
= ¢, hence we obtain the required ODE as

PFE) 1.df©)
a2 T a 7Y

<
"eZf=0
fr S
We now solve the above ODE for f (&). Let f” = z, then the ODE becomes

X

But Toi

Z2+-z=0
2

£ &
Integrating factor is y = el 29 = e+, hence

d
7z ) =0

p=0

Therefore, since f’ = z, then
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Integrating gives

3.5.4 Part (d)

For initial conditions of step function

0 x<0
w@O=1c oo

The solution found in class was

umﬂ:§+gm%ﬁﬁ) 1)

£ Vit ¢Z 47 The solution found in part (c) earlier is

Where erf( il ) =

2
Vavt) ~ Vr

S
f(cf):clf etds+cy
0
Let s = \/é_lz, then Z—Z = \/4_1, when s =0,z = 0 and when s = &,z =

becomes

therefore the integral

£
\/Z’
£ = cl\/l_lf\_@ ePdz+ ¢,

0

£ £
2 (Vip 2y = (i) ViR, = VT (i)
But 7 £ 4 e % dz = erf i) hence £ 1eFdz 5 erf i and the above becomes

£©) = clﬁerf(%) s

=3 erf(i) +cp
V4

" then above becomes, when converting back to u (x, t)

Vo’

Since & =

u(x,t)=c3 erf( ) +cy (2)

X
Vauvt
Comparing (1) and (2), we see they are the same. Constants of integration are arbitrary
and can be found from initial conditions.
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3.6 HW6

3.6.1 Problem 1

1. Use the Method of Images to solve

ou 0%u
5 = Vo +Q(z,t), x>0

u(0,t) =0, u(x,0) = 0.

u(0,t) =1, u(x,0) = 0.

(c)
u(0,t) = A(t), u(x,0) = f(z).

Note, I will use k in place of v since easier to type.

3.6.1.1 Part (a)

2
% :k%+Q(x,t)
x>0
u(0,t)=0
u(x,0)=0

Multiplying both sides by G (x, t; xy, ty) and integrating over the domain gives (where in the
following G is used instead of G (x,t; xg, ty) for simplicity).

f Gu, dtdx = f kit G didx + f QG dtdx 1)
x=0 v t=0 x=0 v t=0 x=0 v t=0

For the integral on the LHS, we apply integration by parts once to move the time derivative

from u to G
f f Gu, dtdx = f [uGl;_, dx ~ f Gu dtdx
x=0 Y =0 x=0 - x=0 Y =0
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And the first integral in the RHS of (1) gives, after doing integration by parts two times

f ki G dtdx = [ [u,GI™ dt - f f ku,G, dtdx
x=0 Y =0 t=0 = x=0 Y t=0

— " ore d - foo UG dt—foo fookuG dtdx)
ftzo[ Gl ( t:O[ o x=0Yt=0 o
- f (1L,G17, - MG, ) dt + f f kuG,, dtdx

t=0 x=0 v t=0

- f [1,G — uG, I dt + f kuG,, dtdx
t=0 = x=0 Y =0

=- f [uG, — u,G] " dt + f f kuG,, dtdx
=0 x=0 v t=0
Hence (1) becomes
f [uGI;, dx—f f Gyu dtdx = f [G - uG,] ", dt+f f kuG,, dtdx+f f GQ dtdx
x=0 - x=0 Y =0 =0 = x=0 Y =0 x=0 Y =0

Or
f f Gyt — kG, dtdx = — f [uGI, dx - f UGy — w,GI™  dt + f f GQ dtdx
x=0 v t=0 x=0 t=0 x=0 v t=0
(2)
We now want to choose G (x, t; xg, fy) such that
—Gu — kuG,, = 0 (x — xp) 0 (t — tp)

—Gpu = kuGy, + 6 (x — x) 0 (t — tg) (3)

This way, the LHS of (2) becomes u (xy, ;). Hence (2) now becomes

1 (xg, fg) = — f [uG]” dx - f UGy — u, Gt + f GQ dtdx (4)
+=0 = t=0 = x=0 v =0

We now need to find the Green function which satisfies (3). But (3) is equivalent to solution
of problem of

-G = kuG,,
G(x,0) =06 (x—xp)0(t—tg)
—00 < X < 00

G(x,t;x9,t9) =0 t>tg
G (o00,t;x9,t9) =0
G (x, to; xo, to) = 6 (x = Xp)
But the above problem has a known fundamental solution which we found, but for the

forward heat PDE instead of the reverse heat PDE. The fundamental solution to the forward
heat PDE is

—(x - x)°

1
ik —tg ¥ ( (=t

G(x,t) = ) 0<ty<t

196



3.6. HW6 CHAPTER 3. HWS

Hence for the reverse heat PDE the above becomes
1 — (x - xp)°
\/471]{ (tO - t) 4k (to - t)
The above is the infinite space Green function and what we will use in (4). Now we go
back to (4) and simplify the boundary conditions term. Starting with the term f (x; [uG]:fO dx
- =

G(x,t) = 0<t<t (5)

Since G (x, o0; xg, ty) = 0 then upper limit is zero. At t = 0 we are given that u (x, 05 =0, hence
this whole term is zero. So now (4) simplifies to

1 (X, ty) = — f 4G, — 1, GI  dt + f f GQ dtdx 6)
t=0 x=0 v t=0
We are told that u (0,¢) = 0. Hence
[uGy — u,GI ) = (u (00, ) Gy (00, 1) — 11, (00,£) G (00, 1)) = (1 (0,1) G, (0, £) — u, (0,£) G (0, 1))

= (u(00,1) Gy (00, £) =ty (00,1) G (00, 1)) + u, (0,£) G (0, £)
We also know that G (o0, t; xg, ) = 0, Hence G (c0) = 0 and also G, (o0) = 0, hence the above
simplifies

[qu - ”XG];OZO = Uy (O/ t) G (0/ t)

To make G (0,t) = 0 we place an image impulse at —x; with negative value to the impulse at
xo. This will make G at x = 0 zero.

H‘I—

Therefore the Green function to use is, from (5) becomes

G(x t):;(exp M)—exp[ﬂ]) 0<t<t
T Ak (g - D) 4k (tg — 1) 4k (tg — 1) B

Therefore the solution, from (4) becomes

~ (= x)° ~ (x +x)”
exp [m) - GXP(W])Q(X, t) dtdx (7)

00 to
u(xo, tp) = fx:O ftzom

Switching the order of x,t, with x, t gives

u(x,t) =

( (x + x)

(i )))Q(XO/ to) dtodxy  (8)

f —(xo — x)z B
x0=0 V4:7'(k (t - tO 4k (t - to)
Notice, for the terms (x; — x) , (X + x) , since they are squared, the order does not matter,
so we might as well write the above as

u(x,t) =

(x = xp)* (x + xp)
x0= Of \/m[ (4k(t— to) )_eXp( 4k (t—to) )JQ("O' to) diodxo  (8)
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3.6.1.2 Part (b)

du 92

= :ka—;zl+Q(x,t)
x>0
u(,) =1
u(x,0)=0

Everything follows the same as in part (a) up to the point where boundary condition terms
need to be evaluated.

00

to 00 )
1 (X, tg) = — f UG, dx - f MG, — 1, GI  dt + f f GQ dtdx (4)
=0 - =0 = x=0 v =0
Where

1 ox (—(x - %)’
Vi =p Pk (t—1)

Starting with the term f (x; [uG];’fO dx. Since G (x,00;xp,ty) = 0 then upper limit is zero. At
- =

G(x t) = ) 0<t<t (5)

t = 0 we are given that u (x,0) = 0, hence this whole term is zero. So now (4) simplifies to

1 (xg, tg) = — f MG, — 1, GI™ dt + f f GQ dtdx (6)
t=0 x=0 v t=0
Now
[uGy — u,GI ) = ( (00, ) Gy (00, 1) — 1y (00,£) G (00, 1)) = (1 (0, 1) G, (0, £) — u, (0,£) G (0, £))
We are told that u (0,t) = 1, we also know that G (+oo,t; x(,t;) = 0, Hence G(co,t) = 0 and
also G, (o0, t) = 0, hence the above simplifies
MG, —1,GI7 = ~G, (0,1) + 1, (0,) G (0, )

To make G (0) = 0 we place an image impulse at —x;, with negative value to the impulse at
Xg. This is the same as part(a)

|
|
I
|
|
5 |
I
o
g\

2 2
G(x,t)= —(x= %) )—exp[m]) 0<t<ty

1
Vark (ty - t) (eXp( 4k (to — 1) 4k (tg - 1)

Now the boundary terms reduces to just
[uG, -~ u,GI_ = -G, (0,1)
We need now to evaluate G, (0, t), the only remaining term. Since we know what G (x, t) from
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the above, then

LTSRS S i et )P (_(x_x0)2]+2(x+x0) N (—(x+xo)2))
ox T kD 2k (-0 \ @k (-0 ) dk(tg—t) | ak(t—t)

And at x = 0 the above simplifies to

G,(0,t) = ! all ex( % )+ all ex( i ))
S kg =) \2k (b =) P \Bk(tg— 1)) " 2k(bg—b) T \Ak(ty— 1)

- i o )
T Vark =0 \kto—D P2kt - t)

Hence the complete solution becomes from (4)
00 to 00 to
U (xg, fg) = — f [uG], dx - f UGy — u, G dt + f f GQ dtdx
=0 = £=0 = x=0 Y =0

£ 0o £
= [" -c.onar+ [ [ 60 dax
t=0 x=0 v t=0

Substituting G and G, in the above gives

[l 1 X 2
u (xg, tg) = jt;o o (k(to s exp (4k(t0 - t))) dt
f f ( ( (x—xo)z)_eX (—(x+x0)2
x=01=0 \/4nk (fo— D) akto-0 ) “Plakt,-n

Switching the order of x, t, with x, ¢

)] Q(x, t) dtdx

u(x t)—ft ! ( il ex ( —° ))dt

T o VAR (1) \k(E—t0) P \ak(t—t0) )]
= 1 ~(-0") (~(xo+x)°
+fx0:oft0:o ATk (t — fo) (exp(4k<t—to)) o [4k(t—fo)

])Q(X(tho) dtodxg  (7)

But

ft L ( a exp( v ))dt :erfc(i)
=0 VAT (E— o) \k(t—to)  \4k(t—tg))] ° 2\t

Hence (7) becomes

[ f 1 (ex (—(xo—xf]_ex (—<x0+x>2
xp=0 \/47’(]{ (t — to) P 4k (t - to) 4k (t - to)

The only difference between this solution and part(a) solution is the extra term erfc (i

u(x, t) = erfc( ) )] Q (xq, tg) dtodxg

2Vt )

due to having non-zero boundary conditions in this case.
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3.6.1.3 part(c)

u 92

u
3 —k&—xz+Q(xlf)
x>0
WOH _ 0
ox

u(x,0) = f(x)

Everything follows the same as in part (a) up to the point where boundary condition terms
need to be evaluated.

00 to 00 )

u (xo, ) = —f [uG];_, dx — f [uG, - uxG];O:O dt + f f GQ dtdx (4)
x=0 t=0 x=0 v t=0

Starting with the term f cx; [uG];_, dx. Since G (x, 00;x, to) = 0 then upper limit is zero. At
- =

t = 0 we are given that u (x,0) = f (x), hence

[T wer,ac= 7 0G0
x=0

= x=0

:foo “F ()G (x,0)dx

=0
Looking at the second term in RHS of (4)

(UG, —u,GI7 ) = (1 (00, 1) Gy (00, 1) — 1ty (00, £) G (00, 1)) — (u (0, 1) G, (0, £) — 1, (0,£) G (0, 1))

We are told that u, (0,t) = A (t), we also know that G (xoo, t; xg, ty) = 0, Hence G (oo, t) = 0 and
also G, (c0,t) = 0. The above simplifies

[uG, - u,GI 7 = =@ (0,1) G, (0,t) —A(H) G (0, 1) )

We see now from the above, that to get rid of the 1 (0,t) G, (0,t) term (since we do not know
what u(0,t) is), then we now need

G,(0,6)=0

This means we need an image at —x; which is of same sign as at +x; as shown in this diagram

|
F»—i—
|
|
|
|

|

S ——

g Y

Which means the Green function we need to use is the sum of the Green function solutions

for the infinite domain problem
2 2
(x = o) ]+ eXp(M)] 0<t<t 6)

1
Vark (ty - 1) [eXp( 4k (to — 1) 4k (to — 1)

G(x,t) =
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The above makes G, (0,t) = 0 and now equation (5) reduces to

[uG, ~ u,GI7 = A(HG(0,1)

ol ol ()
4rik (tg — £) 4k (tg - 1) 4k (to — 1)
2

A(t) —x3 —X§
ik (=D (eXp (4k (o - t)) P (4k (o - t)))
3 A(t) —-X{

) WeXp(4k(to—t))

We now know all the terms needed to evaluate the solution. From (4)

1 (xg, ) = — fo—f(x)c(x())dx f A(t)G(Ot)dt+f0f GQ dtdx 7)

Using the Green function we found in (6), then (7) becomes

2 2
u (xg, tg) = f f(x) \/4_]%( exp (%] + exp (%)]dx
f A ( —x3 )dt
=0 W 4k (to — t)
g
i W 4k (ty - 1) 4k (ty — 1)

Changing the roles of x,t and x, fy the above becomes

2
v o 55 o
f Al ( —x? )dt
o Nk (= fp) (t—t0 ak(t—ty)) °
I ( p[ﬂ)+exp(ﬂ])g(x o i
x0=0 \/m 4k (t — tg) 4k (t - t) 0-to) AtodXg
Summary
u(x t)_ ,—Al—A2+A3
Where

Ay = ooof(xo)(exp( (2_ )) ( (x0+x) ))dxo
f Al ( —x2 ) 0
\/nk (t- to 4k (t—tg)) °
- — (g - x)° ~(xp + x)°
ho7 f «m (p( (1) ) ’ GXP(WDQ (vo,to) dtodxo
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Where A; comes from the initial conditions and A, comes from the boundary conditions
and Az comes from for forcing function. It is also important to note that A, is valid for only
t > 0 and not for ¢ = 0.

3.6.2 Problem 2

2. (a) Solve by the Method of Characteristics:

*u  4,0%u

W_C@7 LL’ZO,tZO

u(e,0) = fa), PO _ gy 2Dy

(b) For the special case h(t) = 0, explain how you could use a symmetry argument to help
construct the solution.

(c) Sketch the solution if g(x) = 0, h(t) = 0 and f(x) =1 for 4 < 2z <5 and f(zx) =0
otherwise.

3.6.2.1 Part (a)

The general solution we will use as starting point is
u(x,t)=F(x—ct)+G(x+ct)

Where F (x - ct) is the right moving wave and G (x + ct) is the left moving wave. Applying
u(x,0) = f(x) gives

f () =Fx)+Gx) (1)
And

du(x,t)  dF 8(x—ct‘)+ dG  Jd(x +ct)
Jt d(x—ct) Jt d(x+ct) ot
=—cF +cCG

Hence from second initial conditions we obtain
g(x) = =cF' +cG (2)

Equation (1) and (2) are for valid only for positive argument, which means for x > ct.
G (x + ct) has positive argument always since x > 0 and t > 0, but F (x — ct) can have negative
argument when x < ct. For x < ct, we will use the boundary conditions to define F (x — ct).
Therefore for x > ct we solve (1,2) for G, F and find

1 x—ct
F(x—ct):if(x—ct)—%fo 2 (s)ds (2A)
G(x+ct):%f(x+ct)+%f+dg(s)ds (2B)
0
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This results in

f(x+ct);‘f(x—Ct)+%fi+:t8(5)ds x> ct (3)

The solution (3) is only valid for arguments that are positive. This is not a problem for
G (x + ct) since its argument is always positive. But for F (x — ct) its argument can become

negative when 0 < x < ct. So we need to obtain a new solution for F (x — ct) for the case when
du(x,t)
dx

u(x,t) =

x < ct. First we find

Ju(x,t)  dF  Jd(x—ct) N dG  Jd(x+ct)
Jx d(x—ct) Jx d(x+ct) Jx
_ dF (x — ct) N dG (x + ct)
d(x —ct) d(x +ct)

Hence at x =0

_dF(=ct) dG(ct)
=T e

dF (—ct) _ dG (ct)

T AT )

Let z = —ct, therefore (4) becomes, where t = _TZ also

dF (z) z\ dG(-z)
iz ‘h( c) i 20
dF (z) :h(_z)+dG(—z) 2 <0
dz c dz
To find F (z), we integrate the above which gives
Z Z Z —
f aF©) 4o f h(—f)ds +f 4G (=5) 4o
0 ds 0 C 0 ds

F(z)-F(0) = f h(—f)ds +G(~2)-G(0)
0 C
Ignoring the constants of integration F (0), G (0) gives

F(z) = fozh(—Z)ds+G(—z) (4A)

Replacing z = x — ct in the above gives

F(x—ct):fox_dh(—z)ds+G(ct—x)

Let r = -2 thenwhens:O,r:Oandwhens:x—ctthenr:—X_Td = CtT_x And & :—%.

c ds
Using these the integral in the above becomes

Flx—ct) = fTh(r)(—cdr) +G(ct-x)
0

p

:_cfo “h()dr + G (ct - x) (5)
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The above is F(-) when its argument are negative. But in the above G (ct - x) is the same as
we found above in (2b), which just replace it argument in 2B which was x +ct with ¢t —x and
obtain

1 1 ct—x
G(ct—x):Ef(cif—x)+2—cj;J g(s)ds x <ct

Therefore (5) becomes
¢-2 1 1 t—x
F(x—ct)=— h(r)dr+—f(ct—x)+—fc g (s)ds x <ct (7)
0 2 2c 0
Hence for x < ct
u(x,t)=F(x—ct)+G(x+ct) (8)

But in the above G (x + ct) do not change, and we use the same solution for G for x > ct
which is in (2B), given again below

G(x+ct):%f(x+ct)+zlcf0mg(s)ds )

Hence, plugging (7,9) into (8) gives

CtT_x 1 1 ct—x 1 1 x+ct
u(x,t)——cfO h(s)ds%—if(ct—x)+£fO g(s)ds+§f(x+ct)+zfO g (s)ds x <ct

ct—x

:—chTh(S)ds+f(Ct_x);f(x+Ct)+%( Ot_xg(S)ds+Lx+Ctg(s)ds)

The above for x < ct. Therefore the full solution is

flxtet)+ f(x—ct) n 1 x+Ctg (s)ds x > ct
u(x, t) = -2 f (ct—x)if(x+ct) 21C x_cctt—x x+ct (10)
[ ”h(s)ds+f+2—c(£ g)ds+ [ g(S)dS) X <ct
3.6.2.2 Part(b)
From (10) above, for & (t) = 0 the solution becomes
w+%fi+:tg(s)ds x > ct
u (X, t) T\ flet=x)+flx+ct) 1 N (1)

ct—x x+ct
> + o (1; g(s)als+£Jr g(s)ds) x <ct

The idea of symmetry is to obtain the same solution (1) above but by starting from d’Almbert
solution (which is valid only for positive arguments)
fx+ct)+ f(x—ct) N 1 +ct

2 2c x—ct
But by using f,., g in the above instead of f,g, where the d’Almbert solution becomes
valid for x < ct when using f,.;, Sext

fext (x+ct) + fopp (x —ct
2

u(x,t) =

g(s)ds x> ct (1A)

u(x,t) =

) 1 x+ct
+o f oxt () ds x < ct )
x—ct
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Then using (1A) and (2) we show it is the same as (1). We really need to show that (2) leads
to the second part of (1), since (1A) is the same as first part of (1).

The main issue is how to determine f,, g.,; and determine if they should be even or odd
extension of f,¢. From boundary conditions, in part (a) equation (4A) we found that

o S
F(z) = fo h(—z)ds +G(=2)
But now / (f) = 0, hence
F(z) = G(-2) (3)

Now, looking at the first part of the solution in (1). we see that for positive argument the
solution has f (x —ct) for x > ct and it has f (ct — x) when x < ct. So this leads us to pick f,
being even as follows. Let

z=x-—ct
Then we see that
fx—ct)=f(=(x—ct))
f@)=f(-2)
Therefore we need f,,; to be an even function.
(2) z>0
fext (z) = f
f(=z) z<0
But since F (z) = G(-z) from (3), then g, is also even function, which means
g (2) z>0
zZ) =
gext( ) {g(_z) 2<0

Now that we found f,,, g.,; extensions, we go back to (2). For negative argument

¢ —ct 1 X+ct
fext(x+c)+fext(x C)+Zf gext(s)ds x <ct

u(x,t)= >
x—ct

Since f,., .+ are even, then using g, (z) = g(-z) since now z < 0 and using f,; (z) = f (-z)
since now z < 0 the above becomes

f<—<x+ct>);f<—<x—cf>>+zlcfx’_::tgext<s>ds x<ct

But f (= (x +ct)) = f (x + ct) since even and f (- (x —ct)) = f (ct — x), hence the above becomes

u(x, t) == f(x+Ct);f(Ct_x)+%(Lictg(—s)ds+f+6tg(s)ds) x <ct

u(x,t) =

dr

Let » = —s, then <= —-1. When s = x —ct, r = ¢t —x and when s = 0,r = 0. Then the first
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integral on the RHS above becomes

uie = LEEDEIAZD Zl(ft LG dr)+fx+dg(5)ds)
1
2

t t— ct—x xX+ct
_flteh+f(c x) (f g(r)dr+f g(s)ds)
Relabel r back to s, then

2
u (x’ t) — f(x + Ct) ;f(ct - .X) + 2lc (j(‘)Ct—xg(S) s+ j:H—Ctg(S) ds) v <ot (5)

Looking at (5) we see that this is the same solution in (1) for the case of x < ct. Hence (1A)
and (5) put together give

fe+ct)+f(x—ct) 1 X+ct
— — tx f q(s )ds

2
U E) =3 fet—0t frset)

> + % (£Ct_xg(s) ds + £ g(s) ds) x <ct

Which is same solution obtain in part(a).

(1)

3.6.2.3 Part(c)

For g(x) =0,h(t) = 0 and f (x) as given, the solution in equation (10) in part(a) becomes

fx+ct)+f(x—ct) x> ct
u(x,t)

03 (10)
fct x)-;f(x+ct) X <ct
A small program we written to make few sketches important time instantces. The left moving
wave G (x + ct) hits the boundary at x = 0 but do not reflect now as the case with Dirichlet

boundary conditions, but instead it remains upright and turns around as shown.
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time = 0.00 time = 0.25 time = 0.40
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08 0.8 08
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08 08 08

06 06 06

04 0.4 04

0.2 02 0.2

0o 2 4 6 10 72| %0 4 6 10 12| %0 4 6 8 10 12
time = 4.20 time = 5.40 time = 7.00

1.0 1.0 1.0

08 0.8 08

06 06 06

0.4 04 0.4

0.2 0.2 0.2

0o 2 4 6 10 12 00 4 6 10 12 00 4 6 8 10 12
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4.1 question asked 2/7/2017

2n

Book at page 80 says "it is usually true that 5" << (5§")"" as x — x3. What are the exceptions

to this? Since it is easy to find counter examples.

For y” = /xy, as x — 0*. Using y (x) = ¢50® and substituting, gives the ODE
2
Sy +(Sh) = vx (1)

If we follow the book, and drop S relative to (5')* then

3
So, lets check the assumption. Since S; = w=x"1. Therefore (ignoring all multiplicative

4
constants)

So « (56)2

1 2 1
—3<<<JC2
x4

No. Did not check out. Since when x — 0 the LHS blow up while the RHS goes to zero.
So in this example, this "rule of thumb" did not work out, and it is the other way around.
Assuming I did not make a mistake, when the book says "it is usually true”, it will good to
know under what conditions is this true or why did the book say this?

This will help in solving these problem.
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4.2 note on Airy added 1/31/2017

Note on using CAS for working with book AiryAl/AiryBlI

terms

CAS such as Mathematica or Maple can actually handle very large numbers. It is possible to calculate
individual terms of the Airy series given by the book (but no sum it). Calculating individual terms, up to
10 million terms for x=1,100 and x=10000 is shown below as illustration. It takes few minutes to do each
term

define small function to calculate one term

bookAi[x_Integer, n_Integer] :=
X3 n -a X3 n+l

3% -33 H
9" Factorial[n] Gamma[n +2 /3] 9" Factorial[n] Gamma[n +4 /3]

This is for x=1, N=10,000,000

iz~ bookAi[1, 10000000] // N
oua= 5.7642115 x 197140856542

This is for x=100, N=10,000,000

bookAi[100, 10000000] // N

ou4= 5.7583009 x 19780856542

This is for x=10,000 and N=10,000,000

5= Timing [bookAi[10000, 10000000] // N]
ous- {582.3829332, 5.167240 x 1972086342}
The above took 582 seconds to complete! The largest number it can handle on my PC is

$MaxNumber

ouel= 1.605216761933662 x 191 355718576299609

Let compare the above to Gamma[10,000,000]

g}~ Gamma [10 000 000.0]
ouigl= 1.2024234 x 1055657052

injo- Gamma[10000000.0] < $MaxNumber

ouel= True

We see that Gamma[10,000,000] is much less than the largest number it can handle. Here is Gamma

Printed by Wolfram Mathematica Student Edition
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2 | airy.nb

for 10 billion

in[i0}= Gamma [ 10 000 000 000.0]

outf10]= 2.3258 x 1995657055176

And 10 billion Factorial

nii1= Factorial [10000000000.0]

outf= 2.3258 x 199°657855186

So CAS can handle these terms. But not the complete series summation as given in

the book

Printed by Wolfram Mathematica Student Edition
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4.3 note pl added 2/3/2017

Current rules I am using in simplifications are
1. S{>> S
2
2. S48t > (S4)
3. So> 5

4. (Sp)" >> SE,") (the first is power, the second is derivative order).

Verify the above are valid for x — 0" and well for x — co. What can we say about (5)
compared to (S")*?

4.3.1 problem (a), page 88

11_1
Y _Fy

Irregular singular point at x — 0*. Let y = ¢ and the above becomes

y(x) = eSO(x)
¥ (x) = Spe’
2
Y’ = Sfe% + (56) e%
2
= (56’ + (56) )650
2
Substituting back into %y = x°y gives
2
(Sf)’ + (56) )es = x S¢S0l
2
Sy +(Sp) =2
Before solving for Sy, we can do one more simplification. Using the approximation that

2
(56) >»> S for x — xg, the above becomes

(85) ~ x5
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Now we are ready to solve for S,

3
x 2
2
2 8
~ ——wWX 2
3

To find leading behavior, let
5(x) = 5o (x) + 51 (x)
Then y (x) = e5®+51®) and hence now
Y (%) = (Sp (x) + Sy (1) €501
2
y” () = ((So + S1)') €501 + (g +57)” e50+51
2
Using the above, the ODE %y = x°y now becomes
2
((SO + Sl)') e50+51 4 (S + §;)” €50751 ~ x75e50+51
2
((SO + Sl)’) + (SO + Sl)” ~ x‘5
2
(Sh+S1) +S§ +Sy ~x®
2 2
(Sh)" +(S1)” +28pS5 +Sg + Sy ~ x5
5 2
But S = wx 2, found before, hence (56) = x° and the above simplifies to
2
(S1)" +28S1 + Sy +S7 =0
2
Using approximation 5)S] >> (Sﬁ) the above simplifies to
25,81+ Sy +S7 =0
Finally, using approximation Sj 3> S/, the above becomes
2551 +S5 =0

sy
25},

Si~
1 ’
5

1. s
Sl~—§1nx 2 +c

Si~—-Inx+
1~ g mx+c
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Hence, the leading behavior is

y (x) — eSO(X)+51(X)

2 3 5
= exp (—ga)x 2 + Zlnx+c)

WIN

5 _3
:cx4exp(—w . z) 1)

To verify, using the formula 3.4.28, which is
1-n X 1
y @~ exp(w [ Qe di)

In this case, n = 2, since the ODE y” = x™y is second order. Here we have Q(x) = x>,
therefore, plug-in into the above gives

1-2

y(x) ~c (x—5)T exp (a) fx (t‘5)% dt)

(2)

5
~cx4exp( w=X

Comparing (1) and (2), we see they are the same.

4.3.2 problem (b), page 88

y/// - xy
Irregular singular point at x — +oc0. Let y = ¢%® and the above becomes
y (x) = eSO(X)
Y (x) = Spe
2
Y’ = Sfe% + (S{J) e%
2

()

( ) %+@" @@ﬂ%éo
= (g +2505) % + (S5S¢ + (50) ) e
- (s

i+ 3505 + (1)) e
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Substituting back into y"”’ = xy gives

3

(557 + 35055 + () e = weSot
3
Sy’ +3S4Sy +(S) =x

Before solving for Sy, we can do one more simplification. Using the approximation that
(56) >»> S for x — x;, the above becomes

3

354Sy +(Sp) ~x

3
In addition, since S 3> S then we can use the approximation (S(’)) >»> 5,5y and the above
becomes

(50)” ~x

1
So ~ wx3

Na)fodx

So ~ a)4x3
To find leading behavior, let
S(x) = So(x) + 51 (x)
Then y (x) = e5®+510) and hence now
Y () = (So (x) + Sy (1) €501
V') = ((So+51)) €51+ (Sy + 5 e

= (Sh+ s') eSSt 4+ (Sg + Sy ) eSo+n
( s1) + 2565’1) eSO+t 4 (S + S1) S0+t
( (86) + (1) + 287 + 5 + s;') 5051
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We can take the third derivative
2 2 !
Y (x) ~ ((56) +(S7)" + 25485 + Sf + 53’) ¢S+t

+ ((sg,)2 + (s;)2 +25)8, + Sy + s;’) (So + Sy) eSo+S1

~ (254Sy +2S;SY +2S7S; +28Sy + S’ + S7) €50+t
+((Sh)"+ (55)" + 25085 + S + 1) (5 + 5¢) e

~ (254Sy +2S;SY +2S7S; +25Sy + " + S7) €50+t
(( o)+ S0 (51)" +2(sp) S+ Spsy + sos;') £S0t51

+ (Si (56) + (53)3 + 256 (Si)z + 5156/ + 5'153') £S0+51

~ (25455 +2S;SY +2S7S; +28Sy + S’ + S7) €50+t
[ ) +38) (sg) +3 (so) Sh +S)Sy + SpSY + (s;)3 + 5,5y + s;s;’]eswsl
~ (3855 + 35151 + 3551 + 35457 + i+ 57" + (S5) +35(51)” +3 () 81+ (1)) e
~ ((sg) + (s;) +38) (s) +3(S ) S| + 3545y + 3518y +3SS, + 35S, + Sy’ + s;”)e50+51
Lets go ahead and plug-in this into the ODE
(S6) + (51) +385 (S1)" +3(S5)” S +3S0Sy +3S1SY +3S(S; +3S,Sy + Sy + Sy ~ x
Now we do some simplification. (Sp)” 3> S;” and (S;)” > §;”, hence above becomes
(85) + (S1) +385 (S1)" +3(S)” S +3SpSy +3S1Sy +3S(S; +3S4Sy ~ x
Also, since S 3> S/ then 35)S} 3> 35,5
(56)3 + (s;)3 +38) (s;)2 +3 (sg))2 S| +35)Sy + 3518y +354S; ~ x
Also, since (56)2 3> S{f then 3 (56)2 S, > 3575
(55)3 + (s;)3 +35) (s) +3(S ) S, +35)Sy + 35S ~x
Also since S} > S/ then 3 (sg))2 S; > 3517
(56)3 + (sg)3 +38) (s;)2 +3 (sg)2 S, +35)Sy ~ x

1 3
But 5f ~ x3 hence(56) ~ x and the above simplies to

(s;)3 +38) (53)2 +3 (56)2 St +35,Sy =0
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2 3
Using 35, (Si) >> (Si) since S, 3> S} then

384 (51)" +3 ()" St +389S¢ = 0

Using 3(S5)” 8} 3> 84 (1)’ since (85)° 3> S} then

3 (5(3)2 St +35)Sy =0

No more simplification. We are ready to solve for S;.

—§' g
S; ~ 0 2
(S0)
-Sy
S0
Hence
S//
Sl ~ - —(,)dx
50
~—-InSy+c

1
Since S ~ x3then the above becomes

1
S;~—-Ilnx3 +¢

S 11 +
~ —-—=INnXx C
1773

Hence, the leading behavior is

y (x) — eS()(X)+51(x)

34 1
=explw-x3 —=Ilnx+c
(o35 er
4 3 4
=cx 3 exp (a)L—Lx3) 1)
To verify, using the formula 3.4.28, which is
1-n X 1
y @~ exp(w [ Qe di)

In this case, n = 3, since the ODE y””" = xy is third order. Here we have Q (x) = x, therefore,
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plug-in into the above gives
1-3 X 1
y(x) ~c(x) 6 exp (a) f (t)3 dt)
1 4 4
~ cx3 exp (w§x3)

Comparing (1) and (2), we see they are the same.
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4.4 note added 1/31/2017

This note solves in details the ODE

Xy (x) = y (x)

Using asymptoes method using what is called the dominant balance submethod where it is
assumed that y (x) = e,

441 Solution

x = 0 is an irregular singular point. The solution is assumeed to be y (x) = ™. Therefore
y =55 and i = §”¢5® + (5')?¢5® and the given ODE becomes
B(Ss7+(5)%) =1 1)

Assuming that
5 (x) ~ cx®
Hence S” ~ cax*~!. and (1) becomes
x3 (cacx”“1 + (cx“)z) ~1
Caxa+2 + C2x2a+3 ~1

-3 .
Term cax®*? > c?x?**3, hence we set a = — to remove the subdominant term. Therefore

the above becomes, after substituting for the found «
x—0
—_——
-3 1 1
—Cx2 +¢° ~
2
=1
-3
Therefore ¢ = +1. The result so far is S’ (x) ~ cx 2. Now another term is added. Let
-3

S(x)~cx2 + A(x)

-5
Now we will try to find A (x). Hence S” (x) ~ _73ch +A’ and x° (S” + (S’)z) =1 now becomes

-3 5 3 2
x3(70x2 +A’+(cx2 +A) ~1

- -5 -3
X3 (7cx7 + A +c2x 3+ A2+ 2Acx7 |~ 1

3
2

-3 1
(7CX2 + xX3A" +c? + X3 A% + 2Acx
Since ¢? = 1 from the above, then
-3 1 3
S+ x3A  +x3A% + 2Acx2 ~ 0
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Dominant balance says to keep dominant term (but now looking at those terms in A only).
From the above, since A 3> A% and A > A’ then from the above, we can cross out A% and

A’ resulting in

— 1 3
703& +2Acx2 ~0

Hence we just need to find A to balance the above

— 1 3
?cxE +2Acx2 ~0

3 1
2Acx2 ~ Ecx2

3
A~ —
4x

We found A (x) for the second term. Therefore, so far we have
-3

3 3
S ’ = 2 —_
(x)=cx2 + =

213
S(x) = —2cx2 +L—Llnx+CO

But Cj can be dropped (subdominant to Inx when x — 0) and so far then we can write the

solution as

y(x) = SIW (x)
— eS(x) Z anxnr
n=0

21 3 —
= exp (—ZCx 2 + 2 In x) Z a,x™
n=0

13>
2exZ 5
= p20x 2 43 E a,x"
n=0

2c o0 3
N nr+—
=e Vx 2 a,x 4

Since ¢ = +1. We can now try adding one more term to S (x). Let
B3 3
S"(x)=cx2 + — +B(x)
4x
Hence
-3 -5

17 - 3 ’
S :76'.752 —@+B (X)
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And 13 (S” + (S’)z) ~ 1 now becomes

2
-3 3 3 3 3
x3((?cx2 —4—2+B’(x))+(cx2 +E+B(x)) ~1

2 3 3 3
¥l=-—x2+2Bx 2+ -Bx1+B2+B|~1
x3 16 2

=3 503
2 — —x+2cBx? + =Bx*> + x3B%> + x°B’ | ~ 1
16 2
3 2. 3n 0. am . .3
——x +2cBx2 + —=Bx“ + x’B* + x°B’ ~ 0
16 2
From the above, since B (x) >> B? (x) and B (x) 3> B’ (x) and for small x, then we can cross

out terms with B? and B’ from above, and we are left with

3 3 3
NS + 2cBx2 + EBXZ -0

3 3
3 3 3 3 3
Between 2cBx2 and EBXZ’ for small x, then 2cBx2 >> Esz’ SO we can cross out EBx2 from

above
3 3
——x+2cBx2 -0

16
3
2cBx2 «~ —
cBx2 - X
3 _1
B —x 2
32¢"
We found B (x), Hence now we have
3 3 3 _1
SX)=cx2 + —+—x 2
M=ot + ot 3
Or
-1 3 1

S(x) =-2cx2 + Zlnx+ @xi +Cq

But C; can be dropped (subdominant to Inx when x — 0) and so far then we can write the
solution as

y(x) = SSOW (x)

o
— eS(x) 2 anxnr
n=0

13 3 1
—exp( -2cx2 + - lnx+ﬁx2)2an nr

—2cx 2 +—x
= E 8"
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Forc=1
;1 3 1 [S¢] 3
yl (x) — e—2x 2 +sz E anx}’lr+z
n=0
Forc=-1
’71 3 % 00 3
yz (x) — er —Ex E anxnr+z
n=0
Hence
v (x) ~ Ay (x) + By, (x)
Reference

1. Page 80-82 Bender and Orszag textbook.

2. Lecture notes, Lecture 5, Tuesday Janurary 31, 2017. EP 548, University of Wisconsin,
Madison by Professor Smith.

3. Lecture notes from http:/www.damtp.cam.ac.uk/
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4.5 note p3 figure 3.4 in text (page 92) reproduced in
color

figure 3.4 in text (page 92) was not too clear (it is black and white in my text book that | am using). So |

reproduced it in color. This type of plot is needed to check what happens with the improvement in

approximation for problem 3.42 (a) as more terms are added to leading behavior.

It is done in Wolfram Mathematica. Used 300 terms to find y(x). We see the red line, which is leading

behavior/y(x) ratio going to 1 for large x as would be expected.

leading([x] :=1/2 Pi~(-1/2) x~(-1/4) Exp[2 x*(1/2)];

yIx_, max_] := Sum[x~n/ (Factorial[n]~2), {n, @, max}];

LogLinearPlot [Evaluate[{leading[x] /y[x, 3@@], y[x, 18] /y[x, 3@0]}], {x, 0.001, 70000},
PlotRange - All, Frame - True, GridLines - Automatic, GridLinesStyle - LightGray,
PlotLegends -» {"leading behavior/y(x)", "truncated Taylor/y(x)"}, FrameLabel -

{{None, None}, {"x", "Reproducing figure 3.4 in text book"}}, PlotStyle - {Red, Blue}]

Reproducing figure 3.4 in text book

151 8
101 ) .
— leading behavior/y(x)
Out
— truncated Taylor/y(x)
051 1
0.0 J

I }
0.01 1 100 100

Printed by Wolfram Mathematica Student Edition
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4.6 note p4 added 2/15/17 animations of the solutions to
ODE from lecture 2/9/17 for small parameter

These are small animations of the solutions to the 2 ODE’s from lecture 2/9/17 for the small parameter.
Nasser M. Abbasi
2/20/2017, EP 548, Univ. Wisconsin Madison.

Manipulate|
Labeled |

X/z

Plot[_1+—el, {x, @, 2}, PlotRange » {{0, 1.1}, {0, 1}},
-l+ez
GridLines - Automatic, GridLinesStyle - LightGray, PlotStyle - Red] N
Row[{"solution to ", TraditionalForm[ey''[x] -y'[x] ==0]}], Top] 5
{{z, 0.1, "e"}, .1, 0.001, -0.001, Appearance - "Labeled"}

]

€ {} 0.1

solution to ey’ (x) -y (x) =0

08r
06
04+

0.2

For eps*y”’+y=0 ode, we notice global variations showing up in frequency as well as in amplitude as
eps become very small

Printed by Wolfram Mathematica Student Edition
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2 | p4.nb

Manipulate[
Labeled |

X

Sin
Plot[—‘/f, {x, @, 2}, PlotRange - {{0, 2}, {-10, 18}},
Sin
(=]
GridLines - Automatic, GridLinesStyle - LightGray, PlotStyle - Red] N
Style[Row[ {"solution to ", TraditionalForm[zy''[x] +Y[X] ==©]}], 16], Top] N
{{z, 0.01, "€"}, 0.01, 0.0001, -0.0001}

]

€4

solution to ©.01y"” (x) +y(x) =0

101

-10%

Printed by Wolfram Mathematica Student Edition
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First animation

second animation
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4.7 note p5 added 2/15/17 animation figure 9.5 in text
page 434

Animation of figure 9.5

Nasser M. Abbasi, Feb 2017, EP 548 course
Animation of figure 9.5 in text page 434, compare higher order boundary layer solutions

This is an animation of the percentage error between boundary layer solution and the
exact solution for ey,,+(1+x)y.+y=0 for different orders. Orders are given in text up y0,y1,y2,y3. We
see the error is smaller when order increases as what one would expect.

The percentage error is largest around x=0.1 than other regions. Why? Location of matching between
yin and yout. Due

to approximation made when doing matching? But all boundary layer solutions underestimate the exact
solution since error is negative.

The red color is the most accurate. 3rd order.

First animation

in4sp= Clear ["Global™ +"];
yout[x_] :=2/ (1+x);
yin[x_, eps_] :=
Plot[2 - Exp[-X / eps], {X, ©, 1}, AxesOrigin » {0, 1}, PlotStyle - Black];
pl = Plot[yout[x], {x, @, 1}, PlotStyle - Blue];
combine[x_, eps_] := Plot[yout[x] - Exp[-X / eps], {x, @, 1}, PlotStyle » {Thick, Red},
AxesOrigin -» {0, 1}, GridLines - Automatic, GridLinesStyle -» LightGray];
Animate
Grid[{{TraditionalForm|
NumberForm[eps, {Infinity, 4}] HoldForm[y''[x] + (1+x)y'[x]+y[x] =0]]},
{Show [
Legended [combine [x, eps], Style["combinbed solution", Red]],
Legended[pl, Style["Outer solution", Blue]],
Legended [yin[x, eps], Style["Inner solution", Black]]
» PlotRange -» {{0, 1}, {1, 2}}, ImageSize - 400]
}}]s {eps, @.001, .1, .00001} ]

Printed by Wolfram Mathematica Student Edition
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2 | p5.nb

second animation, y0 vs. exact

ns1= Clear ["Global™ %"1];
yout[x_] :=2/ (1+x);
sol =
yI[x] /. FirsteDSolve[{ey' ' [x] + (1+X)y'[x] +Yy[x] =0, y[@] =1, y[1] =1}, y[x], X];
exact[x_, e_] := Evaluate@sol;
yin[x_, eps_] :
Plot[2 - Exp[-Xx/ eps], {x, @, 1}, AxesOrigin » {0, 1}, PlotStyle -» Black];
pl = Plot[yout[x], {x, @, 1}, PlotStyle -» Blue];
combine[x_, eps_] := Plot[yout[x] - Exp[-Xx / eps], {X, @, 1}, PlotStyle » {Thick, Red},
AxesOrigin - {0, 1}, GridLines - Automatic, GridLinesStyle - LightGray];
Animate [
Grid[{
{TraditionalForm|
NumberForm[e, {Infinity, 4}] HoldForm[y''[x] + (1+x)y"'[x]+y[x] =0]]},
{Row[{"exact solution ", TraditionalForm[sol]}]},
{Show[
Legended [combine[Xx, €], Style["Boundary layer solution, zero order", Red]],
Legended [Plot [Evaluateeexact[x, €], {x, @, 1}, AxesOrigin » {0, 0}, PlotStyle - Blue],
Style["Exact analytical solution", Blue]]
, PlotRange -» {{0, 1}, {1, 2}}, ImageSize - 400]
}}], (e, @0.0001, .1, .00001} ]

Printed by Wolfram Mathematica Student Edition
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p5.nb | 3

add more terms

ineop= Clear["Global™ %"];
sol =
yIx] /. FirsteDsolve[{ey"''[x] + (1+x)y'[x] +Yy[x] =0, y[0] =1, y[1] = 1}, y[x], X];
exact[x_, e_] := Evaluatee@sol;

boundary@([x_, eps_] := ( -Exp[-x/ eps] );
1+Xx

boundaryl[x_, eps_] :

2 2 1 1 , 3
( —Exp[-x/eps]) + eps S + (— (x/eps)” - —) Exp[-Xx/eps]|;
1+X (1+x) 2 (1+x) 2 2

2
boundary2[x_, eps_] := (— - Exp[—x/eps]) +
1+X

2 1 1 , 3
eps - + (— (x/eps)” - —] Exp[-Xx/eps]| +
(1+x)3 2 (1+x) 2 2
2 6 1 1 1 s 3 , 21
eps - - - (— (x/eps)®-— (x/eps)*+ —) Exp[-x/eps]|;
(1+X)5 2(1<|-x)3 4(1+X) 8 4 a4
2
boundary3([x_, eps_] := ( - Exp[—x/eps]) +
1+Xx
2 1 1 , 3
eps - + (— (x/eps)” - —] Exp[-x/eps]| +
(1+x)* 2 (1+x) 2 2
) 6 1 1 1 . 3 , 21
eps - - - (— (x/eps)” - — (x/eps)”+ —) Exp[-x/eps]| +
(1+x)® 2(1+x)® 4(1+x) (8 4 4

eps3[ 30 3 1 5
- - - +
(1+x)7 2(1+x)® 4(1+x)® 16 (1+x)

1 s 3 . 21 , 1949
[-(xlePS) -~ (x/eps)"+— (x/eps)” - Exp[-Xx/eps]|;
48 16 8

Printed by Wolfram Mathematica Student Edition

233




4.7. note pb added 2/15/17 animation... CHAPTER 4. STUDY NOTES

4 | p5.nb

In67):= Animate[
ex = exact[x, €];
Grid[{
{Style[
"percentage relative error, exact vs. boundary layer for different order", 14]},
{show|[
boundary3[x, €] - ex

Legended [Plot [100 * [ ), {x, 0, 1},

ex
PlotStyle -» {Thick, Red}, AxesOrigin -» {0, 1}, GridLines - Automatic,
GridLinesStyle - LightGray, PlotRange - {Automatic, {-4, .5}}, Frame - True,
Epilog » Text[Style[Row[{"e = ", NumberForm[e, {Infinity, 4}]}], 16], {.8, -3}] ] )

Style|["Boundary layer 3™ order error", Red]],

boundary2[x, €] - ex

Legended [Plot [160 * [ ), {x, @, 1}, PlotStyle » {Thick, Black},

ex
AxesOrigin -» {0, 1}, GridLines - Automatic, GridLinesStyle - LightGr‘ay] )
Style["Boundary layer 2" order error", Black]],

boundaryl[x, €] - ex

Legended [Plot [100 * [ ), {x, @, 1}, PlotStyle » {Thick, Blue},

ex
AxesOrigin - {0, 1}, GridLines - Automatic, GridLinesStyle - LightGray] 5
Style["Boundary layer 1% order error”, Blue]],

boundary@[x, €] - ex

Legended [Plot 100 * [ ), {x, @, 1}, PlotStyle » {Thick, Magenta},

ex
AxesOrigin - {0, 1}, GridLines - Automatic, GridLinesStyle - LightGray] )
Style["Boundary layer © order error", Magenta]]
» PlotRange » {{@, 1}, {-4, .5}}, ImageSize - 400]
}}]5 {e, @.001, .1, .0001} ]

Printed by Wolfram Mathematica Student Edition

234




4.7. note p5 added 2/15/17 animation... CHAPTER 4. STUDY NOTES

p5.nb | 5

e 0 PEEIE
percentage relative error, exact vs. boundary layer for different order
T T T T T T
0; e — =
L i
out(67)= [ Boundary layer 3" order error
[ Boundary layer 2"¢ order error
-2F 41 Boundary layer 15t order error
[ Boundary layer © order error
_3; -
_47 |

0.0 0.2 0.4 0.6 0.8 1.0

Printed by Wolfram Mathematica Student Edition
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Animation of figure 9.5 in text page 434, compare higher order boundary layer solutions

This is an animation of the percentage error between boundary layer solution and the exact
solution for ey” + (1 +x)y’ +y = 0 for different orders. Orders are given in text up y0,y1,y2,y3.
We see the error is smaller when the order increases as what one would expect.

The percentage error is largest around x = 0.1 than other regions. Why? Location of matching
is between y;, and y,,;. Due to approximation made when doing matching? But all boundary
layer solutions underestimate the exact solution since error is negative.

The red color is the most accurate. 3rd order.

First animation

eps Jl jﬁxj

8.0559 (¥ (x) = (1+x) ¥ (x) +y(x) = @)

combinbed solution
Outer solution
14 Inner solution

second animation

0177 (y” (x) + (1+x) y'

exact solution

Boundary layer solution, zero order
Exact analytical solution

third animation

b

percentage relative error, exact vs. boundary layer for different order

Boundary layer 374 order error
Boundary layer 2" order error
Boundary layer 1% order error

Boundary layer @ order error

-3 €=0.0656
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4.8 note p7 added 2/15/17, boundary layer problem
solved in details

This note solves
ey () +1+x)y () +yx)=0
y(0)=1
y1)=1

Where ¢ is small parameter, using boundary layer theory.

4.8.0.1 Solution

Since (1 + x) > 0 in the domain, we expect boundary layer to be on the left. Let y,,; (x) be
the solution in the outer region. Starting with y (x) = ¥°"  ¢"y, and substituting back into
the ODE gives
s(y{)' + ey + ) +(1+x) (y’o + ey + ) + (yo +eyp + ) =0
O(1) terms
Collecting all terms with zero powers of ¢
I+x)yy+yo=0

The above is solved using the right side conditions, since this is where the outer region is
located. Solving the above using v, (1) =1 gives

out —
Yo© )= 1+x
Now we need to find y;, (). To do this, we convert the ODE using transformation & = =
—_—— 2
Hence % = Z_ZZ_i = Z—Z%. Hence the operator % = %dig' This means the operator dd? =
1d\(1d 1 d?
(ZE) (ZE) = G The ODE becomes
1 d?y (&) 1dy (&)
g; 2 +(1+ 55)2? +y(&)=0

Lye(Ree)y+y=0
AR B VRS

Plugging y (£) = X", €"y (£) into the above gives

Il
(es)

1 1
(UG ey + )+ (; +£) (o +evi+-)+ (vo+ ey + )

Il
)

1 1
—(Wg ey ) (o e+ ) v E(Wo e+ o) + (ot ey + o)
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Collecting all terms with smallest power of ¢ , which is ¢! in this case, gives
g p g

1//+1/_0
E]/o 63/0—

Yo +Yo=0
Let z =y, the above becomes
zZ4+z=0
d (e‘fz) =0
efz=c
z=ce¢
Hence v (&) = ce¢. Integrating
Yo (&) = —ce ™ + oy (1A)
Since c is arbitrary constant, the negative sign can be removed, giving
v (&) = ce™ +cy (14)

This is the lowest order solution for the inner 3 (£). We have two boundary conditions, but
we can only use the left side one, where y;, (£) lives. Hence using y, (£ = 0) = 1, the above
becomes

l=c+

c1=1-c¢
The solution (1A) becomes

Yo(&) =ce*+(1-0)

=1+c (e“S - 1)

Let ¢ = Ay to match the book notation.
Yo (&) =1+ Ag (et -1)

To find Ay, we match y' (£) with y3* (x)

lin 1+ Aot -1) = Jip
1-Ap=2
Ag=-1
Hence
yor () =2-e*
O (¢) terms

We now repeat the process to find v (£) and y$" (x) . Starting with y°* (x)

e(y6’+ey1’+ ~~)+(1 +x)<y6+ey’1 + )+ (y0+ey1 + ) =0
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Collecting all terms with ¢! now
eyg + 1 +x)ey; +ey; =0
v+ +x)y;+y; =0

and the above becomes

2
But we know 1y, = —, from above. Hence v/ =
0 1+x’ 0

(1+x)°
IT+x)y; + :
x = —
Yi+th (1 4 X)S
y oo 4
R T T
1
Integrating factor u = e/ 7™ = ¢M0+9 =1 4 x and the above becomes
e ) =
dx F‘yl [u(]_ + x)4
d 4
— (A +x)y) =-
z (0 9w) 1+2)°
Integrating
4
1+x)y; =— f dx+c
n (1 +x)°
2 +
= c
A +x)°
Hence
2 c

yl(x): (1+x)3 +1+x

Applying y (1) = 0 (notice the boundary condition now becomes y (1) = 0 and not y (1) =1,
since we have already used y(1) = 1 to find leading order). From now on, all boundary
conditions will be y (1) = 0.

0= 2 N c
a+1)7> 1+1
1
C=—=
2
Hence
2 1 1

o=y 20

Now we need to find 1 (£). To do this, starting from

%(yﬁ' + é‘yi’ + ) + (% +£) (y(/) + éyi + ) + (yo +eyq + ) =0

1 1
- (y{)’ +eyy + ) + - (y’o +ey) + ) + é(yé +eyp + ) + (yo +eyp + ) =0
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But now collecting all terms with O (1) order, (last time, we collected terms with O (s‘l) ).
Yi+y1+EY+yo=0

Yi + Y1 =&~ Yo 1)

But we found y' earlier which was
Y@ =1+ Ay (e -1)
Hence y} = —Age¢ and the ODE (1) becomes
v+ = EAge = (1+ Ag (e - 1))

We need to solve this with boundary conditions y; (0) = 0. (again, notice change in B.C. as
was mentioned above). The solution is

1 c
y1 (&) =&+ A (5 - 5528_") + Ay (1 - e‘é)

=&+ A (5 - %gze-é) — Ay (5 -1)

Since A; is arbitrary constant, and to match the book, we can call A, = —A; and then
rename A, back to A; and obtain

1 . .
11 (O =~ + Ao (a _ Egze—g) ey (1)
This is to be able to follow the book. Therefore, this is what we have so far

_ qout ., out
Your = yO + €Y1

_2 2 1
T1+x € 1+x)° 20+x)
And
Y &) =y + ey
:(1+A0(e‘5—1))+e(—£+A0(5—%526‘5)+A1(6‘5—1))

. 1
= Age ™t —&e—eA; — Ay + cAjet + EeAy - EézsAOe“E +1
To find Ay, A, we match y;, with y,,;, therefore
511_{1010 Yin = }Cii%yout
Or

. 1
gllm (Aoe“S —&e—eA;—Ag+eAet +EeAy - EEZEAOe‘é + 1) =

I 2 N 2 1
ol x ¢ 1+x)° 20+x)
Which simplifies to

2 1
e —gAy - A+ EeAg+1 = 1i -
e —eAy 0+ €A+ xl_I)I(l)1+x+€((1+x)3 2(1+x))
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It is easier now to convert the LHS to use x instead of £ so we can compare. Since & = ’—;,
then the above becomes

2 1
—x—cA1—-Ag+xAy+1 =1 + ¢ -
Y- &A= Ao 2o 501+ x é((1+x)3 2(1+x))

Using Taylor series on the RHS
1—A0—x+A0x+A1€:limZ(l—x+x2+ )
x—0 i
+25(1—x+x2+---)(l—x+x2+---)(1—x+x2+---)—%(l—x+x2+ )

Since we have terms on the the LHS of only O(1),0 (x), O (¢), then we need to keep at least
terms with O (1), O (x), O (¢) on the RHS and drop terms with O (xz) ,O(ex), 0 (52) to be able
to do the matching. So in the above, RHS simplifies to

—x—sAl—A0+xA0+1:2(1—x)+2£—§
—x—eAl—AO+xAO+1:2—2x+2€—§

—eA1 - Ag+x(Ag-1)+1=2-2x+ ge
Comparing, we see that
Ag-1=-2
A = -1
We notice this is the same A we found for the lowest order. This is how it should always come

out. If we get different value, it means we made mistake. We could also match -4y, +1 =2
which gives Ay = -1 as well. Finally

3
—€A = <
&N 28

3
A =—-=

)

So we have used matching to find all the constants for y;,. Here is the final solution so far

Y0 Y1
—_——
(x) = 2 +¢& 2 - !
Your Y= 1775 1+x)° 2@0+2)

s
Yo
—N——

O I PN P o

e efefefor) )

3 3 1
=56 et —28— Ese“S + chzse“E +2
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. . X
In terms of x, since Since & = - the above becomes

3z 3 r 1x® _x
yin(x):ie—e f—2x—§£e E +§?e ¢ +2
3 3 _J_f(lx2 3 )
=2-2x+=-e+e ¢ |z——-=ze-1
2 2¢ 2
Hence
Yuniform = Yin * Yout = Ymatch
Where
Ymaten = 511_)12, Yin
:2—2x+§€
2
Hence
3  x(1x* 3 2 2 1 3
yllniform:2—2x+§e+ef(E?—Ee—l)+l+x+s((1+x)3—2(1+x))—(2—2x+§e)

r(1x%2 3 1)+ 2 N 2 1
= ¢ —_ — = - ol —_
2¢ 2 1+x 1+x)° 20+x)

2 _z+1x2 ), 2 1 3 _x
= —e ¢ ——€ ¢ & — — —p ¢
1+x 2 ¢ 1+x° 20+x) 2

Which is the same as

2 12, 2 1 3
Form = —et+-—e € - - —e
Yuniform =\ 7774 2 1+xf 20+0 2
2 2 1 3 1., .
= - 3‘5) + s( 5 - — et + —526‘5)
1+x 1+x)° 20+x) 2 2
2 2 1 1., 3
_ ot _ LI P 1
T+x ¢ )”((1”)3 2(1+x)+(25 2)6 ) @

Comparing (1) above, with book result in first line of 9.3.16, page 433, we see the same
result.

4.8.0.2 References
1. Advanced Mathematica methods, Bender and Orszag. Chapter 9.
2. Lecture notes. Feb 16, 2017. By Professor Smith. University of Wisconsin. NE 548
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4.9 note p9. added 2/24/17, asking question about
problem in book

How did the book, on page 429, near the end, arrive at A; = —e ? I am not able to see it.
This is what I tried. The book does things little different than what we did in class. The
book does not do

li n i out

w? T x50Y

But instead, book replaces x in the y°* (x) solution already obtained, with &¢, and rewrites
y°" (x), which is what equation (9.2.14) is. So following this, I am trying to verify the book
result for A; = —e, but do not see how.  Using the book notation, of using X in place of &,
we have

Y1 (X) = (A + Ag) (1-eX) —eX

Which is the equation in the book just below 9.2.14. The goal now is to find A;. Book already
found A, = e earlier. So we write
Y1(X)

3 _ X)) _ ~ 10Ut
)}1_{1;(A1+A0)(1 e X) = eX ~ yot (x)

€2X2
Jim (A1+A0)(1—€_X)—6X~e(1—gX+ —)

2!

So far so good. But now the book says "comparing Y7 (x) when X — co with the second term
in 9.2.14 gives A; = —¢". But how? If we take X — oo on the LHS above, we get

X2
)}lm (A1+A0)—€XN3(1—5X+€__...)

2!
But Ay =e, so
- X2
lim Ay +e—eX~e—esX+eé——~--
X—e0 21
. eX?
lim A; —eX ~ —ecX +e—— — -+
X—00 21
How does the above says that A; = —¢ ? If we move —eX to the right sides, it becomes
eX?
Aq ~eX—eeX+eT —

2

X
A]NE(X—EX)'FE%—"'

I do not see how A; = —e. Does any one see how to get A; = —e?

Let redo this using the class method
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Y1(X)

. =X\ _ ~ | out
)}1_1)1(}0 (A1 + Ap) (1 e ) eX chg%y (%)

2
i —eX) = ~ li — - ..
)%1_1}120(A1+A0)(1 e ) eX chli%e(l x+2! )
lim Aj+e—-eX ~e
X—00
lim A; ~eX
X—00
How does the above says that A; = —e? and what happend to the limy_,, of X which remains
there?
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4.10 note pll. added 3/7/17, Showing that scaling for
normalization is same for any n

This small computation verifies that normalization constant for the S-L from lecture 3/2/2017
for making all eigenfunction orthonormal is the same for each n. Its numerical value is
0.16627. Here is the table generated for n =1,2, ..., 6.

ClearAll[n, c, y, m];

3 2
lam[n_1] := nta? | — H
- 7 73

3 3
yIn_s x_] 1= — Sin[VIam(n] [(X”T) _"_]]5

X + 7 3 3
i 4
data = Table[{m, r=c/. Last@Solve[I (v[m, x]) "2 (x+7m) dx==1, c]; ry N@r‘}, {m, 1, E}]j
2}

Grid[Join[{{"n", "c(n)", "numerical c(n)"}}, data], Frame -+ All]

n|c{n) |numerical c{n)
f6
W 7
1| 5= 8.16627
[e
\ 7
2| 4 8.16627
e
\ 7
3| 5 0.16627
A
a| 8.16627
fe
7
5| 0.16627
A
17
6| 5= e.16627
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4.11 note pl12. added 3/8/17, comparing exact solution
to WKB solution using Mathematica

Comparing Exact to WKB solution
for ODE in lecture 3/2/2017

by Nasser M. Abbasi EP 548, Spring 2017.

This note shows how to obtain exact solution for the ODE given in lecture 3/2/2017, EP 548, and to
compare it to the WKB solution for different modes. This shows that the WKB becomes very close to
the exact solution for higher modes.

Obtain the exact solution, in terms of Bessel] functions
iniep= ClearAll[n, ¢, y, m, lam];

9n"2
49 Pin4

c= 6 ; (xnormalization value found for WKBx)
7Pi”3

sin[n (x"3+3x"2Pi+3Pir2x) / (7Pi"2)];

lam[n_] := [ ),' (xeigenvalues from WKB solutionx)

n_,x_]:=c
yin, x| Pi+x

(*WKB solution foundx)

Find exact solution

nis- ode =y ' ' [x] +1am (x+Pi) ~4 y[x] = @;
(solExact =y[x] /. First@eDSolve[{ode, y[0O] == O}, y[X], x]) // TraditionalForm

Out[19)//TraditionalForm=

1

o r(%)m[-ﬂ[ lar; 7r3)J_L[(lamx“+4lamnx3+6]amn2x2+4lam7r3x+lam7r“)3/4]_

3 Vlam

[\/lam ”3)J [(lamx4 +4lamzrxd + 6 lam 7% X2 + 4 lam 7 x + lam7r4)3/4]]
1
3 5

3 Vlam

J

1
6

Make function which normalizes the exact solution eigenfunctions and plot each

mode eigenfunction with the WKB on the same plot

Printed by Wolfram Mathematica Student Edition
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2 | p12.nb

inies;= compare [modeNumber_] :=

Module[{solExactl, int, cFromExact, eigenvalueFromHandSolution, flip},
eigenvalueFromHandSolution = 1lam[modeNumber];
solExactl = solExact /. lam » eigenvalueFromHandSolution;
int = Integrate[solExact1~2 % (x+Pi)~4, {x, @, Pi}];
cFromExact = First@NSolve[int == 1, C[1]];
solExactl = solExactl /. cFromExact;
If [modeNumber > 5, flip = -1, flip = 1];
Plot[ {y [modeNumber, x], flip * solExactl}, {x, 0, Pi},

PlotStyle -» {Red, Blue}, Frame -> True, FrameLabel » {{"y(x)", None},

{"x", Row[ {"Comparing exact solution with WKB for mode ", modeNumber}]}},
GridLines - Automatic, GridLinesStyle - LightGray, BaseStyle - 12, ImageSize - 310,
FrameTicks - { {Automatic, None}, {{e, Pi/4, Pi/2, 3 /4Pi, Pi}, None}}

]
]

Generate 4 plots, for mode |, up to 6

These plots show that after mode 5 or 6, the two eigenfunctions are almost exact

Printed by Wolfram Mathematica Student Edition
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CHAPTER 4. STUDY NOTES

nee;= plots = Table[compare[n], {n, 6}];
Grid[Partition[plots, 2]]

out[67)=

Comparing exact solution with WKB for mode 1

0.031

0.01F
0.00
\
0 s s 3 T
4 2 4
X
Comparing exact solution with WKB for mode 3
0.04 -
0.021

0.00

-0.02

o
=]

s 3 T
2 4
X

Comparing exact solution with WKB for mode 5

0.04r
0.02r
0.00
-0.02+
-0.04 & : : ! !
0 I I 3n T
4 2 4

x

y(x)

y(x)

pl12.nb

Comparing exact solution with WKB for mode 2
0.04F
0.03F
0.02¢f
0.01¢f
0.00 ‘

-0.01F
-0.02
-0.03, , . . :
0 s b 3 T

4 2 4

X

Comparing exact solution with WKB for mode 4

0.04
0.02} /\
0.00 f

~0.02} \/ \/
0 z z az ,r
4 2 4
X

Comparing exact solution with WKB for mode 6

0.04
0.02 | A /\
0.00 f

-0.02¢

-0.04¢

o
N
SRS

K

x

Printed by Wolfram Mathematica Student Edition

249

| 3




4.11. note p12. added 3/8/17, comparing... CHAPTER 4. STUDY NOTES

4 | pi2.nb

Generate the above again, but now using relative error between the exact and

WKB for each mode, to make it more clear

inies;= compareError [modeNumber_] :=
Module[(solExactl, eigenvalueFromHandSolution, int, cFromExact, flip},

eigenvalueFromHandSolution = 1lam[modeNumber];

solExactl = solExact /. lam - eigenvalueFromHandSolution;

int = Integrate[solExact1”2 % (x+Pi)~4, {x, 0, Pi}];

cFromExact = First@NSolve[int == 1, C[1]];

solExactl = solExactl /. cFromExact;

If [modeNumber > 5, flip = -1, flip = 1];

Plot[ 100 » Abs[ (flip « solExactl - y [modeNumber, x]) ], {x, @, Pi}, PlotStyle -

{Red, Blue}, Frame -> True, FrameLabel -» {{"relative error percentage"”, None},
{"x", Row[ {"Absolute error. Exact solution vs WKB for mode ", modeNumber}]}},

GridLines - Automatic, GridLinesStyle - LightGray, BaseStyle » 12, ImageSize - 310,
FrameTicks - { {Automatic, None}, {{e, Pi/4, Pi/2, 3 /4Pi, Pi}, None}},
PlotRange -» {Automatic, {0, 0.3}}

]
1

neo= plots = Table[compareError[n], {n, 10}]; (*let do 10 modesx)
Grid[Partition[plots, 2]]

Absolute error. Exact solution vs WKB for mode 1 Absolute error. Exact solution vs WKB for mode 2

0.30 0.30
S S
8 0.25F 8 0.25¢
g 5
o 0.20f © 0.20F
(4] []
[oN [o%
5 0.15}F 5 0.15}F
5 E
o 0.10f o 0.10}
= =
®© (]
) 0.05} ® 0.05}

0.00 0 /1 E Lﬂ " 0.00

4 2 4
X X
Absolute error. Exact solution vs WKB for mode 3 Absolute error. Exact solution vs WKB for mode 4

0.30 0.30
(] (]
g 0.25}F g 0.25}
C c
8 0.20} 8 0.20f
[ [
Q. [e%
5 0.15 5 0.15}
o 0.10 o 0.10]
2 g
‘E‘j 0.05 g 0.05}

0.00 0.00 5 ‘E ﬁ an rr

4 2 4
X X

Printed by Wolfram Mathematica Student Edition

250




4.11. note p12. added 3/8/17, comparing... CHAPTER 4. STUDY NOTES

out[69)=

relative error percentage relative error percentage

relative error percentage

pl2.nb | 5
Absolute error. Exact solution vs WKB for mode 5 Absolute error. Exact solution vs WKB for mode 6
0.30 0.30
(]
0.25F D 0.25}
c
0.20f 8 0.20}
[
[e%
0.15F 5 0.15¢
0.10f o 0.10f
=
0.05} < 0.05}
0.00 . = = e n 0.00 5 = - s rr
4 2 4 4 2 4
X X
Absolute error. Exact solution vs WKB for mode 7 Absolute error. Exact solution vs WKB for mode 8
0.30 0.30
(]
0.25F S 0.25}
C
0.20} 8 0.20f
[]
[o%
0.15F 5 0.15¢
0.10} o 0.10}
=
o /\/WWW % o /\/\/\/WVV\/
0.00 5 - - an " 0.00 5 = - iz rr
4 2 4 4 2 4
X X
Absolute error. Exact solution vs WKB for mode 9 Absolute error. Exact solution vs WKB for mode 10
0.30 0.30
(]
0.25F & 0.25f
C
0.20f 8 0.0}
g
0.15F 5 0.15¢
0.10f o 0.10f
=
0.00 . . 4 . 0.00 - ! : :
pi pig 3 i s 3
0 4 2 4 m 0 4 2 4 T
X X

Printed by Wolfram Mathematica Student Edition
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412 Convert ODE to Liouville form

Handy image to remember. Thanks tojhttp://people.uncw.edu/hermanr/mat463/0DEBook/
Book/SL.pdf

to turn it into Sturm-Liouville form.
In summary;,

Equation (6.1),
as(z)y" + a1 (2)y’ + ao(z)y = (=), (6.7)
can be put into the Sturm-Liouville form
= (s +ataty = Fla), (6.8)
where
plz) = (?.Jr zztj} !
o(z) = pla) 22
F(z) = p{.ﬂ%. (6.9)
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4.13. note p13. added 3/15/17, solving...

4.13 note pl13. added 3/15/17, solving
e?y”(x) = (a + x + x*)y(x) in Maple

x(a~+x)

=/

[ Define the ODE
> assume (a>0 and 'real');
ode:=epsilon”*2*diff (y(x) ,x$2)=(x"2+a*x) *y (x) ;
2
ode = € [dzy(x)j =(a~x +x2) y(x)
[ Solve without giving any B.C.
> sol:=dsolve(ode,y(x)) ;
1 x(a~+x)
o 1 oal—4el[1] 1 (a~+2x)2] o<
sol :=y(x)=_CI hypergeom( 16 < }, [ 5 }, 4 c e
1 ar—12 311 (amt2n)?) -3
1 a"—12¢ 311 (a~ X 2 ¢
i +2x) hypergeom( T ] [ 5 ] 4 p )e
Solve with one B.C. at infinity given
> sol:=dsolve({ode,y(infinity)=0},y(x))
2_
sol == y(x) = lim [— [_CZ (a~+2 a) hypergeom( L a~7126]’ l],
a—e 16 € 2
1
1 (a~+2 a)2jh o eom( 1 a~2—4e] [L] 1 (a~+2x)2)e*§
4 € yperg 16 € Pl2)a4 €
1 oat—4e|[1] 1 (a~+2 a)
(hypergeom( 16 < R [ 2 }, 2 < ]] + C2 (a~+2x) hypergeom(
2 ) 1 x(a~+x)
1 a~—12€][i]i (a~+2x) je 2« )
B 16 € 2] 4 €
Now solve giving B.C. at -infinity
> sol:=dsolve({ode,y(-infinity)=0},y(x))
2 2
o . 1 e —12¢ 311 (-a~+2 a) o
sol = y(x) —}}mw [[hypergeom( T }, [ 5 ], 4 c ) (-a
| al—4e] (1] 1 (4207 3
+2 a) 7C2hypergeom( "6 f], [E]’ " f) e
a?t—4¢ 1 1 (-a~+2 a)2
(hypergeom( 6 <€ | [5}, " 4€——]] + C2 (a~+2x) hypergeom(
2 2 1 x(a~+x)
1 e’ —12¢ [i]i (a~+2x) je 2 < J
B 16 € 12 4 €
Now solve by giving both B.C.at both ends
> sol:=dsolve({ode,y(infinity)=0,y(-infinity)=0},y(x))
sol ==y(x) =0

254




Chapter 5

Exams

Local contents

5.1 Exam 1l . . . . . e e e e e e e e
...........................................

255
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51 Exam1

51.1 problem 3.26 (page 139)

Problem Perform local analysis solution to (x -1)y” —xy’ +y = 0 at x = 1. Use the result
of this analysis to prove that a Taylor series expansion of any solution about x = 0 has an
infinite radius of convergence. Find the exact solution by summing the series.

solution
Writing the ODE in standard form
y' (@) +a@)y () +b(x)yx) =0 (1)

7" X ’ 1 —
y _(x_l)y+(x_1)y_0 (2)

Where a(x) = ,b(x) = oD 1)

and b (x). The next step is to classify the type of the singular point. Is it regular singular
point or irregular singular point?

The above shows that x =1 is singular point for both a (x)

hm(x 1)a(x)—hm(x 1)m

=1
And

hm(x 1) b(x)—hm(x 1) (1—1)

=0

Because the limit exist, then x =1 is a regular singular point. Therefore solution is assumed

to be a Frobenius power series given by
v = Ya, -1
Substituting this in the original ODE (x —nlz)(;/’ —-xy’' +y =0 gives
v @ =N+ na, -1

n=0

y ()= D (n+r)(n+r-1)a,(x- 1) 2
n=0
In order to move the (x —1) inside the summation, the original ODE (x -1)y"” —xy’ +y =0
is first rewritten as

x-Dy"-x-1)y -y +y=0 (3)
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Substituting the Frobenius series into the above gives

(x_l)i(”+7’)(n+7’—1)an(x_1)”+7—2
n=0

—(x-1) i (n+7)a,(x-1)"""1
n=0

- i (n+ra,(x-1)""""

n=0

+ )4, (x-1)"" =0
n=0

i m+r)(n+r-1)a,(x-1)"""

n=0

- i n+r)a,(x-1)"

n=0

- i (n+7)a,(x-1)""""

n=0
+Ean(x—1)”+7:0
n=0

Adjusting all powers of (x —1) to be the same by rewriting exponents and summation indices
gives
Z m+r)(m+r-1)a,(x-1)"""

n=0

- i m+r-1)a,  (x-1)"""

n=1

- f] (n+7)a,(x-1)""""

n=0
+ )y (x - =0
n=1
Collecting terms with same powers in (x —1) simplifies the above to

i (n+r)(m+r-1)—-m+r)a,x-1)"""- i m+r-2)a, (x-1)"""1=0 (4)
n=0 n=1
Setting n = 0 gives the indicial equation
(n+r(m+r-1)-(m+r)ay=0
((r)(r=1)-r)ag=0

Since ay # 0 then the indicial equation is

Nr-1)-r=0
> =2r=0
r(r-2)=0
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The roots of the indicial equation are therefore
r = 2
Yy = 0

Each one of these roots generates a solution to the ODE. The next step is to find the solution
1 (x) associated with » = 2. (The largest root is used first). Using r = 2 in equation (4) gives

io: (n+2)(n+1)-(m+2))a,(x- 1)n+1 - i na, 1 (x - 1)n+1 ~0

n=0 n=1
MNnm+2)a,x-1)"" =Y na,, (x-1)"" =0 (5)
n=0 n=1

At n >1, the recursive relation is found and used to generate the coefficients of the Frobenius
power series

n(n+2)a,—-na, =0
_n
I a2
Few terms are now generated to see the pattern of the series and to determine the closed
form. For n =1

1
o = 2
Forn=2
2 21 1
RS0y )m T g3 T "
Forn=3
3 31 1
BT3B+ T 151270 T 50"
Forn=14

4 11 1
ag = dy = ——dy = ——a
YT 4@+2) % 660 %7 360 0
And so on. From the above, the first solution becomes
y1 (0 = Y a, (x-1)"
n=0
ag(x =1 +a; (x =1 +a, (k=1 +ag (x 1) +a, (x - 1)° + -

(X—l)z(ﬂo+611(X—1)+(12(X—1)2+tl3(x—1)3+g4(x—1)4+...)

= (x-1) (ao + 1ao (x-1)+ lao(x—l)2 + lao(x—l)3 + Lao (x-1)*+ )

360

To find closed form solution to y; (x), Taylor series expansion of e* around x =1 is found

:ao(x—1)2(1+%(x—1)+11—2(x—1)2+61—O(x—1)3+i(x_1)4+...) (6)
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first

;(x 1)+ (x 1 +—(x 1 +—(x 10 +-

ze+e(x—1)+§(x—1)2+—(x—1) +—(x—1) +—(x—1) +

xe+e(x—-1)+

ze(1+(x—1)+ (x - 1) + = (x 1) + (x 1) +@(x 1) + - )

Multiplying the above by 2 gives
1 1 1
2e* ze(2+2(x—1)+(x—1)2+ 5(x—1)3 + E(x—1)4+ @(x—1)5+ )
Factoring (x - 1)2 from the RHS results in
1 1 1
v B a2 o Lo e, v s
2e ~e(2+2(x D+(x-1) (1+3(x 1)+12(x 1) +60(x 1) + )) (6A)

Comparing the above result with the solution y; (x) in (6), shows that the (6A) can be written
in terms of y; (x) as

Zex:6(2+2(x_1)+(x_1)z(m_m))

ag (x - 1)2
Therefore
26 = (2 +2(x—1)+ & (x))
ag
261 =242 (x—1) + 1Y
g
26 —2 -2 (x-1) = 1O
ag
Solving for y; (x)
y1 (x) = ag (26"‘1 -2-2(x- 1))
= a (21 -2 -2x +2)
= a (28"‘1 -~ 2x)
2
= ?e — 2apx
2610

Let — = C; and -24y = C,, then the above solution can be written as
1 (X) = Clex + sz

Now that y; (x) is found, which is the solution associated with r = 2, the next step is to find
the second solution y, (x) associated with r = 0. Since r, —r; = 2 is an integer, the solution
can be either case II(b) (i) or case II (b) (i) as given in the text book at page 72.

From equation (3.3.9) at page 72 of the text, using N = 2 since N = r,—r; and where p (x) = -
and g (x) =1 in this problem by comparing our ODE with the standard ODE in (3.3.2) at
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page 70 given by

AR 1€))
(x = xp) (x - x0)2
Expanding p (x), g (x) in Taylor series
P = 2pnx=1)"

n=0
g@) =Y 4, (x-1)"
n=0

Since p (x) = —x in our ODE, then p, = -1 and p; = -1 and all other terms are zero. For g (x),
which is just 1 in our ODE, then gy =1 and all other terms are zero. Hence

yll +

po=-1
p1=-1
q0=1
N=2
r=0

The above values are now used to evaluate RHS of 3.3.9 in order to find which case it is.
(book uses a for r)
N-1

Oay = - Z [(r + k) pn_i + qN_k]ak (3.3.9)
k=0

Since N = 2 the above becomes
1
02y = = 3, [(r + k) poc + Gok ]
k=0

Using r = 0, since this is the second root, gives
1

Oay = - Y, (kpz_k + (a-k) A
k=0

=- ((OPZ—O + 42—0) ap + (P2-1 + ’h—l) 111)
== ((OPZ + Clz) ag + (p1 + Ih) ﬂ1)
= _(0+q2)110—(l91 +‘11)511
Since g, = 0,p; = -1,4; =1, therefore
0ay=-(0+0)ag—(-1+1)ag
=0
The above shows that this is case II(b) (i), because the right side of 3.3.9 is zero. This means

the second solution y, (x) is also a Fronbenius series. If the above was not zero, the method
of reduction of order would be used to find second solution.
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Assuming v, (x) = ¥ b, (x —1)""", and since r = 0, therefore
ya () = Y b, (x=1)"
n=0

Following the same method used to find the first solution, this series is now used in the ODE
to determine b,,.

[o¢]

V) = Ynb, (=1 = Fnb, (=1 = 3 (14 1) by (x-1)"
n=0 n=1 n=0

Yy (x) = f]n(n +1) by (x-1)"" = in(n +1) byyy (x=1)"" = f} (n+1) (1 +2) byyp (x—1)"

n=0 n=1 n=0

The ODE (x-1)y” - (x-1)y’ -y’ + y = 0 now becomes

(x—l)i(n+1)(n+2)bn+2(x—l)n
n=0
1) Y01+ Dbyer (-1
n=0
S (14 1) by (1)
n=0

+§:bn(x—1)":0

n=0
Or
D (1 +1) (1 4+2) by (x =)™
n=0
~ Y+ )by (k-
n=0
— Y (1 + )by (x-1)"
n=0
+ )b, (x=1)"=0
n=0
Hence
D 1) (1 4+ D) by (x=1)" = Dby, (x=1)" = 3 (1 + D) by (x =" + Y by (x=1)" =0
n=1 n=1 n=0 n=0
n =0 gives

_(n+1)bn+1+bn:0
—b1+b0:0
blzbo
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n >1 generates the recursive relation to find all remaining b, coefficients
(1) (1 + 1) byyq = by = (1 + 1) bysy + b, = 0
(1) (1 + 1) byyy = (n +1) by = by, = by
by (1) (n+1) = (n +1)) = b, (n = 1)
I (n—-1)
T ) (n+1) - (n+1)

Therefore the recursive relation is

— b”

T n+1

Few terms are generated to see the pattern and to find the closed form solution for y; (x).
Forn=1

n+1

1 1
bz:blizibo

Forn=2
b, 11 1
b= 2 ==—phy==b
3737329760
Forn=3
by 11 1
b= 3777 267007 g%
Forn=4
b 11 1
bs = —— = Z—by = —by,

T4+1 524 °7 120
And so on. Therefore, the second solution is

Yo (1) = Y b, (x=1)"
n=0
=by+by (x=1)+by (x —1)% + -

3 1 2 1 3 1 s 1 5
—bo'f‘bo(X 1)+2b0(x 1) +6b0(x 1) +24b0(x 1) +120b0(x 1) +

3 1 2 1 3 1 s 1 5
= by (1 +(x-1)+ > (x-1)"+ g (x-1) + 7 (x-1)"+ 120 (x-1)" + (7A)
The Taylor series for ¢* around x =1 is

exze+e(x—1)+g(x—1)2+g(x—1)3+i(x—1)4+é(x—1)5+m

1 1 1 1
ze(l+(x—1)+E(x—1)2+g(x—1)3+ﬂ(x—1)4+m(x—l)5+---) (7B)

Comparing (7A) with (7B) shows that the second solution closed form is
X

e
Yo (x) = bo—
e
b .
Let ?0 be some constant, say Cs, the second solution above becomes

Y (x) = Cze*
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Both solutions y; (x),y, (x) have now been found. The final solution is
y (@) =y () +y2 ()
y1(x) 1)
= C16¥ + Cyx + Cge*
= Cye® + Cox
Hence, the exact solution is
y(x) = Ae* + Bx (7)
Where A, B are constants to be found from initial conditions if given. Above solution is now
verified by substituting it back to original ODE
y =Ae*+B
Yy’ = Ae*
Substituting these into (x —1)y” —xy’ +y = 0 gives
(x—1) Ae* —x(Ae* + B) + Ae* + Bx =0
xAe* — Ae* —xAe* —xB+ Ae* + Bx =0
-Ae*—xB+ Ae*+Bx =0
0=0
To answer the final part of the question, the above solution (7) is analytic around x = 0 with

infinite radius of convergence since exp (-) is analytic everywhere. Writing the solution as
(oY xﬂ
y(x) = (Anz:;)m) + Bx
The function x have infinite radius of convergence, since it is its own series. And the ex-
ponential function has infinite radius of convergence as known, verified by using standard

ratio test

n+1.,1

41 X

ay

A lim = A lim

n—00

im lim | | =0
n—00 n—-oo |y +1

xn! |
(n+1)!

For any x. Since the ratio is less than 1, then the solution y (x) expanded around x = 0 has
an infinite radius of convergence.

(n+1)x"

263



5.1. Exam 1 CHAPTER 5. EXAMS

5.1.2 problem 9.8 (page 480)

Problem Use boundary layer to find uniform approximation with error of order O (52) for
the problem ¢y” +y" +y = 0 with y (0) = ¢, (1) = 1. Compare your solution to exact solution.
Plot the solution for some values of ¢.

solution

ey +y +y=0 (1)

Since a(x) =1 > 0, then a boundary layer is expected at the left side, near x = 0. Matching
will fail if this was not the case. Starting with the outer solution near x = 1. Let

Y (x) = Y My, (%)
n=0
Substituting this into (1) gives
e(vy +eyy + ey + )+ (Yo +eyi+ 2yh+ )+ (Yo + ey + 22+ ) =0 (2)

Collecting powers of O (50) results in the ODE

Yo ~ Yo
d
o gy
Yo
In |y0| ~-x+Cy
Yo' (1) ~ Cre™ + O (e) (3)
C; is found from boundary conditions y (1) = 1. Equation (3) gives
1= Cle_l
C1 =e

Hence solution (3) becomes
Y3 (x) ~ el
y§" (x) is now found. Using (2) and collecting terms of O (51) gives the ODE
ViYL~ Yo (4)
But
v () = i
vy (x) = et
Using the above in the RHS of (4) gives

Vi +y ~—eF
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The integrating factor is e*, hence the above becomes

;_x (ylex) ~ —p¥pl™x
d

Ix (y1e¥) ~ e
Integrating both sides gives

1165 ~ —ex + Cy

Y3 (x) ~ —xe!™ + Cpe™ (5)
Applying boundary conditions y (1) = 0 to the above gives
0=-1+Cye!
Cy=e

Hence the solution in (5) becomes
Y3 (x) ~ —xel + 1
~(1-x)el™
Therefore the outer solution is
Y (@) = yo + ey
=el™ +e(l-x)el™ (6)

Now the boundary layer (inner) solution ¥ (x) near x = 0 is found. Let & = Cip be the inner

variable. The original ODE is expressed using this new variable, and p is found. Since

d dy d& d dy _ . . . od pd
F 3= 4= %6 P. The differential operator is — = ¢77— therefore
el

dx ~ d& dx dx
@2 _dd
dx2  dxdx
d d
= P — P
(5 dé) (8 dé)
2
— g—Zpd_
d&z?

-2p dzy
g2

42
Hence —z =¢
X

y and ¢y” +y +y = 0 becomes

2
e(e‘de—y) + e‘pd—y +y=0

a&? dé
ey + ey +y =0 (7A)
The largest terms are {51‘ZV,E‘P }, balance gives 1 —2p = —p or
p=1
The ODE (7A) becomes
ey +ely +y=0 (7)
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Assuming that solution is

Yin () = D €™y = Yo + €Yy + €2y + -+

Substituting the above into (7) givens 0
e (yé’ +eyy + ) +e7! (yé + Yy + ) + (yo + ey + ) =0 (8)
Collecting terms with O (6_1) gives the first order ODE to solve
Yo ~ Yo
Let z =y, the above becomes
'~z
dz —dE

z ~ Cye¢

Hence

Yo ~ Cye*
Integrating

W@~ Cy [ etds+Cs

~ —Cy +Cs 9)
Applying boundary conditions y (0) = e gives

e=-C4+Cs

Cs=e+Cy

Equation (9) becomes
Y (&) ~ —Cye ¢ +e+Cy
~ Cy (1 -~ 3‘5) te (10)

The next leading order " (&) is found from (8) by collecting terms in O (EO), which results
in the ODE

Y+~ Yo
Since ' (&) ~ C,4 (1 - 6‘5) + e, therefore yj ~ C4e7¢ and the above becomes
Yi +yh ~ =Cye
The homogenous solution is found first, then method of undetermined coefficients is used
to find particular solution. The homogenous ODE is

Yin ~ Yij
This was solved above for /7', and the solution is

yl,h ~ —C56’_(S + C6
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To find the particular solution, let y;, ~ A&e™¢, where & was added since e™* shows up in
the homogenous solution. Hence

Yip ~ Aec — Aée™¢
Y1, ~ —Ae™ ~ (Ae‘5 - Aée‘é)
~ —2Ae™¢ + A&e™¢
Substituting these in the ODE y{, +y}, ~ —C4e™¢ results in
—2Ae~¢ + Aée¢ + Ae® — Aée ¢ ~ —Cye ¢
-A=-C4
A=Cy
Therefore the particular solution is
y1p ~ Cale™®
And therefore the complete solution is
Y (&) ~ Y + Vi
~ —Cse™¢ + Cg + Cy&e™¢
Applying boundary conditions y (0) = 0 to the above gives
0=-C5+Cs
Ce =Cs
Hence the solution becomes
Y (&) ~ —Cse™® + Cs + Cy&e™®
~Cs(1-e*)+ Cyée* 11)
The complete inner solution now becomes
Y () ~ g+ eyt
~Cy(l-et)+e+e(Cs(1-e)+ Cule) (12)

There are two constants that need to be determined in the above from matching with the
outer solution.

lim 3 (£) ~ lim y** (x)
lim Cy (1-e%)+e+e(Cs(1-e7) + Cyle ) ~ lim el e (1—x)el™
E—o00 x—
Cy+e+eCs~e+ce

The above shows that

C5:€
Cyi+e=e
C4:O
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This gives the boundary layer solution " () as
Y (&) ~ e+ ce (1 - 6‘5)
~ e(l +£(1 —e“f))

. X .
In terms of x, since & = = the above can be written as

X

Yy (x) ~e (1 +e (1 -~ e_Z))
The uniform solution is therefore

Yuniform (x) ~ yi” (X) + }/O”t (x) = Ymatch

Y yout
~ e(l + e(l —e_E)) +el =+ e(1-x)el* - (e + ce)

X

~e+ee (1 —e_Z) +el™ 4 (e —ex)el™ — (e + ce)
1-%
~e+ec—ce ¢ +el 4 eel™ —exel™ —e—ce
1-X _ _ _
~ —ge F + el 4 gel™ — exel ™™

1
~ el (—66_E +1+¢e- ex)

1
Yuniform (x) ~ el ¥ (1 + ¢ (1 -X - e_z))
With error O (52).

The above solution is now compared to the exact solution of ¢y’ +y" +y = 0 with y(0) =
e,y (1) = 1. Since this is a homogenous second order ODE with constant coefficient, it is
easily solved using characteristic equation.

eA2+A14+1=0

The roots are

-b  Vb?-4ac

A=—=
2a 2a
_—1+\/1—4e
C2e T 2¢

Therefore the solution is
Yy (x) = AeM* + Bet2®

-1 V1-4¢ -1 1-4¢
_Ae(2_£+ 2¢e )x+Be(2_e_ 2¢ )x

X V1-4¢ X —Vl-4e
= AeZe 2 Y 4+ Beze 2

—x( Vi-4¢ - 1—4.sx)

=e2 |Ae 2 *+Be z
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Applying first boundary conditions y (0) = e to the above gives

e=A+B
B=e-A
Hence the solution becomes
o VE E
y(x)=e2 [Ae 22 "+ (e—A)e 2
-x 1-4e 1 V1-4e —-V1-4¢
—eZ |Ae 2 Y4 T2 T —Ae 2z °
-x V1-4¢ -V1-4¢ 1-4¢
=e2 A(e 2% Y ¢ 2 x)+el_ 2e x)
Applying second boundary conditions y (1) =1 gives
-1 V1-4e —V1-4e 1 V1-4e
1=c2 |Ale 22 —e¢ 2¢ |+e 2
1 1-4¢ —V1-4e V1-4e
e2e = Ale 2¢ —e¢ 2¢ +e 2
1 1-4¢
= 1—
e2& —e 2¢
A=
1-4¢ —-V1-4¢
e 28 —p 2

(13)

(14)

1 1 1-4¢
. —x e2e —e 2 1-4e —«/1—45x 1 Vite
exac =e2 2 T — 2¢ + 2¢
y (x) € 1-4¢ -V1-4¢ € € €
e 28 —p 2
In summary
exact solution asymptotic solution
1 1-4¢

-X br - - 1-4¢ -V1-4¢ 1-4¢ 1

illag eZé —e 2¢ X 1- X _ _ —=
% || ———= (e 22 Y —e 2 )+e 2 el el ™1 -x—-¢¢ +O(€2)

Vi-4e —V1-4¢
e 2¢e —e 2¢e

The following plot compares the exact solution with the asymptotic solution for ¢ = 0.1
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Exact solution vs. two terms asymptotic € = 0.1

3.0r 1
» Exact solution
Asymptotic
2.5r .
X 20f .
>‘ .
1.5F .
1.01 1
0.0 0.2 0.4 0.6 0.8 1.0

The following plot compares the exact solution with the asymptotic solution for ¢ = 0.01.
The difference was too small to notice in this case, the plot below is zoomed to be near x = 0

Exact solution vs. two terms asymptotic € = 0.01

2.7t Exact solution
Asymptotic
2.6 |
X 2.5¢ 1
>
2.4¢ 1
2.3 |
0.00 0.05 0.10 0.15 0.20

X

At £ = 0.001, the difference between the exact and the asymptotic solution was not noticeable.
Therefore, to better compare the solutions, the following plot shows the relative percentage
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error given by

exact uniform
y Yy

100 Yo

yexact

For different «¢.

Percentage relative error between exact solution and asymptotic solution

10+ 1
€=0.1

8r €=0.05 ,

€=0.01 |

S 6l 1
(0]
(0]
=
©

2 4 ]
>

2, 4

BN ]

0.0 0.2 0.4 0.6 0.8 1.0

Some observations: The above plot shows more clearly how the difference between the
exact solution and the asymptotic solution became smaller as ¢ became smaller. The plot
also shows that the boundary layer near x = 0 is becoming more narrow are ¢ becomes
smaller as expected. It also shows that the relative error is smaller in the outer region than
in the boundary layer region. For example, for ¢ = 0.05, the largest percentage error in
the outer region was less than 1%, while in the boundary layer, very near x = 0, the error
grows to about 5%. Another observation is that at the matching location, the relative error
goes down to zero. One also notices that the matching location drifts towards x = 0 as ¢
becomes smaller because the boundary layer is becoming more narrow. The following table
summarizes these observations.

€ % error near x = 0 | apparent width of boundary layer
01 |10 0.2

0.05|5 0.12

0.01 |1 0.02
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5.1.3 problem 3

Problem (a) Find physical optics approximation to the eigenvalue and eigenfunctions of the
Sturm-Liouville problem are A — oo

—y” = A (sin (x) + 1)2 y
y(©0)=0
y(m) =0
(b) What is the integral relation necessary to make the eigenfunctions orthonormal? For

some reasonable choice of scaling coefficient (give the value), plot the eigenfunctions for
n=>5n=20.

(c) Estimate how large A should be for the relative error of less than 0.1%

solution

51.31 Parta

Writing the ODE as
Yy’ + A(sin (x) + 1)2y =0
Let!]

Then the given ODE becomes
ey’ (x) + (sin (x) + 1) y(x)=0 (1)

Physical optics approximation is obtained when A — oo which implies ¢ — 0*. Since the
ODKE is linear and the highest derivative is now multiplied by a very small parameter e,
WKB can therefore be used to solve it. WKB starts by assuming that the solution has the
form

y(x) ~ exp (% i o"S,, (x)) 6—0
n=0

Therefore, taking derivatives and substituting back in the ODE results in

v 0 ~exp (3 B, 0) (5 S ors00)
n=0 n=0

o o 2 (o] (o]
Yy’ (x) ~ exp (1 E o"s,, (x)) (1 E oSy, (x)) + exp (1 Z o"S,, (x)) (1 Z oSy (x))
o n=0 0 n=0 0 n=0 o n=0

1= % could also be used. But the book uses &2.
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Substituting these into (1) and canceling the exponential terms gives
2
1 & 1 &
62[(— LA (x)) +35 28" (x)) ~ = (sin (x) + 1)
o n=0 o n=0

(Sh+ 08y + ) (Sp+ 087 + ) + %2 (S +08S7 + ) ~ = (sin (x) +1)*
Z—i((sg))z +06(2818p) + ) + 2—2 (Sy +6S +--) ~ = (sin (v) +1)°

&2

62

2, 2 26 2
(% (Sé) + %5156 + ) + (%56' + €25 + ) ~ —(sin (x) + 1)?

(2)

22
The largest term in the left side is - (Sf]) . By dominant balance, this term has the same

order of magnitude as the right side —(sin (x) + 1)2. This implies that 6 is proportional to

¢2. For simplicity (following the book) 6 can be taken as equal to ¢
O0=c¢
Using the above in equation (2) results in
’ 2 ’rQr’ 77 2¢r : 2
((50) 2685 + ) + (€85 + €287 + ) ~ = (sin (1) + 1)
Balance of O (1) gives
’ 2 . 2
(S4) ~ - (sin(x) +1)
Balance of O (¢) gives
25155 ~ =Sy
Equation (3) is solved first in order to find S (x).
S ~ +i(sin (x) +1)
Hence

S (x) ~ iij: (sin (£) + 1) dt + C*

~ +i(t = cos (), + C*
~ +i(1+x—-cos(x))+C*

S1 (x) is now found from (4) and using Sj = +icos (x) gives

1 =+icos(x)
T T2 Eiin () + 1)
1 cos(x)
) (sin(x) +1)
Hence the solution is

S1(x) ~ —% In (1 + sin (x))
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Having found Sj (x) and S; (x), the leading behavior is now obtained from
1 [o¢]
~ - >, 0"S
y ()~ exp| 5 ,;::0 " (X))

1
~ exp - (Sp (x) + 51 (x)) + )

~ exp %SO (x) +S1(x) + )

The leading behavior is only the first two terms (called physical optics approximation in
WKB), therefore

1
y(x) ~ exp (550 (x) + 5 (x))

~ exp (ié (1+x-cos(x))+C*- %ln (1 + sin (x)))

1 .
~ ——exp (ié (1+x—-cos(x))+ Ci)

V1 +sinx

Which can be written as

i (1+x—-cos (x))) - ;l (1+x—-cos (x)))

C C
(x) ~ —eXp( —exp(
Y V1 +sinx € V1 +sinx €

In terms of sin and cos the above becomes (using the standard Euler relation simplifications)

% (1 +x—cos (x))) + ! (I +x~cos (x)))

A B
(x) ~ —cos( —sin(
4 V1 +sinx V1 +sinx €

Where A, B are the new constants. But A = glz, and the above becomes

y(x) ~ \/% cos (\/Z(l +x — cos (x))) + \/% sin (\/X(l +x — cos (x))) (7)

Boundary conditions are now applied to determine A, B.
y(0)=0
y(m) =0
First B.C. applied to (7) gives (where now ~ is replaced by = for notation simplicity)
0= Acos (\/X(l — Cos (0))) + Bsin (\/X(l — cos (0)))

0 = Acos(0) + Bsin (0)
0=A

Hence solution (7) becomes

y(x) ~ %sinx_ sin (\/X(l + x — cos (x)))
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Applying the second B.C. y(nr) = 0 to the above results in

0= \/K(1+n—cos(71)))

B
—m sin (
0= Bsin(\/ia +7'(+1))
= Bsin ((2 + 1) \/X)
Hence, non-trivial solution implies that
(2+7'()\//\_n:nn n=1,2,3,--
VI = nm

247

The eigenvalues are

nm?

- 2+ 71)2

Hence A, ~ n? for large n. The eigenfunctions are

n=1,2,3,--

Yy (x) ~ \/jmsm (\/_(1 +x—cos(x))) n=1,23,--

The solution is therefore a linear combination of the eigenfunctions

y(x) ~ Eyn (x)

~ 2 —_— sin (\//\—n (1+x-cos (x))) (7A)

This solution becomes more accurate for large A or large n.

51.3.2 Partb

For normalization, the requirement is that

weight
—N—

f ’ Y2 (x) (sin (x) +1)%dx = 1
0

Substituting the eigenfunction y, (x) solution obtained in first part in the above results in

n B, ) 2 .
j(; (m — sin (\/A_n(l +x — cos (x)))) (sin (x) + 1)2 dx ~ 1

The above is now solved for constant B,,. The constant B, will the same for each n for
normalization. Therefore any 7 can be used for the purpose of finding the scaling constant.
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Selecting n =1 in the above gives

2
z — (1 +x - cos (x)))) (sin () + 12 dx ~ 1

T B ‘
sin
j(; (\/1+sinx (2"'

T 1
sz(; T sinz(zfn (1 +x—cos(x))) (sin (x) + 1) dx ~ 1

B? fﬂ sin? (% (1 + x - cos (x))) (sin(x) +1)dx ~ 1 (8)
0

Letting u = ﬁ (1 + x — cos(x)), then
du T

E = m (]. + sin (X))

When x =0, then u = ﬁ(l+0—cos(0)):Oandwhenx:nthenu: ﬁ(l+n—cos(n)):

ﬁ (2 + 1) = @, hence (8) becomes
m 2 d
B? f sin? (u) =1
0 T dx

Bzf sin? (u)du =1
0

But sin® (1) = % — - cos2u, therefore the above becomes

24m_, (1 1
B f — ——cos2uldu =1
TC 0 2 2

12471 2( SinZu)7Z
u_
0

NI~

2 7 2
2+ 7 sin 27 sin0
B? - —-|0- =1
([ (0- )
2+ 7'(B2 1
T =
27
2
BZ= —
2+ T
Therefore
3 2
" Nrn+2
= 0.62369

Using the above for each B, in the solution obtained for the eigenfunctions in (7A), and
pulling this scaling constant out of the sum results in
2 & 1

7'(+2nz::1\/1+sinx

nm
VA, = =1,2,3,--
" 24+m "

The following are plots for the normalized y, (x) for n values it asks to show.
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Yn(x) for n =5 yn(x) for n =20
0.6

o
NS
X N|5F
“lgt

The following shows the y(x) as more eigenfunctions are added up to 55.
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sum of first 5 eigenfunction

sum of first 15 eigenfunction

2.0 6L
15 St
4 L
=< 1.0 .
= < 3t
05F 2f
/\ AR NI
x x 3 s s s s s
0 4 2 T " 0 i 2 rs m
X X
sum of first 25 eigenfunction sum of first 35 eigenfunction
10l 15
8 L
10
—~ 6 —
X x
= =
4 5
2 L
0o 0
[ jid 3 s s 3
0 7 2 T" T 0 n 2 T" s
X X
sum of first 45 eigenfunction sum of first 55 eigenfunction
20+ 25
20
15+ [
15
X 10F X
3 5
o of
s jid 3 s s 3
0 7 2 T" T 0 2 2 T" T

x
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51.3.3 Partc
Since approximate solution is
1 o
Y (x) ~ exp (5 Z;)(S”Sn (x)) 0—0
1
~ exp (550 (x) + S1(x) + 05, (x) + ) (1)

And the physical optics approximation includes the first two terms in the series above, then
the relative error between physical optics and exact solution is given by 6S; (x). But 6 = e.
Hence (1) becomes

1
Y (x) ~ exp (ESO (x) + 51 (x) + €55 (x) + )

Hence the relative error must be such that

€S, ()], < 0.001 (1A)

Now S, (x) is found. From (2) in part(a)

g—i (Sh+ 08, + 628y +++) (Sp + 687 + 628y + ) + gg (Sg + 0S8y + 628y + ) ~ — (sin (x) +1)*
2—2 ((56)2 +6(28;55) + 6 (zsasg + (sg)z) ; ) ; %2 (Sy + 087 + 6285 + ) ~ = (sin (x) +1)°
((56)2 +&(287Sp) + €2 (25655 + (53)2) + ) +(eSy + €2y + €38y + ) ~ = (sin (x) + 1)°
A balance on O(¢2) gives the ODE to solve to find S,
28485 ~ — (81)° - 7 ©
But

So ~ i (1 + sin(x))

( ,)2N (_1 cos (x) )2

! 2 (sin (x) + 1)
cos? (x)

(1 + sin (x))2

1d cos (x)
2dx ((1 + sin (x)))

1
4
Sy ~

1 1
~2 (1 + sin(x))
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Hence (2) becomes
e I4 2 144
25052 ~ = (Sl) - Sl

((51)2 + 5'1')

25;

(1 cos?(x) +l( 1 ))
4 (1+sin(x))®> 2 \1+sin(x)

+2i (1 + sin (x))

)
+ 4 (sin(x)+1)2 2 \1+sin(v)

2(sin (x) +1)
ll (COSZ(X)+2(1+SiI’l(x)) )
4 (sin(x)+1)?
2 (sin (x) +1)
N +1’c082 (x) +2 (1 + sin (x))

8 A + sin (x))°

SZN_

Therefore
. X 2 .
5, (1) ~ ii f cos“(H)+2(1 + s;n (t))dt
8 Jo (1 + sin (#))
i X 2 (¢ X 1
Nii(f L%duzf —Zdt) 3)
8\Jo (1 +sin(t) 0 (1+sin(t)
2
Todo [ %dt, I'used a lookup integration rule from tables which says f cos? (t) (a + sint)" dt =
+s1n
oD cosP*1(t) (a +sint)", therefore using this rule the integral becomes, where now m =
-3,p=2,a=1,
f" cos? t i = 1 ( cos® t )x
o (+sint)’ -3\ +sint)’/
1 ( cos® x 1)
-3 \(1 +sin x)3
1 ( cos® x )
=-|(1-——
3 (1 + sinx)
And for f _;zdx, half angle substitution can be used. I do not know what other substi-
(1+sin(x))

tution to use. Using CAS for little help on this, I get

X 1 cost 1 cost
0o (1+sint) 3(1 +sint)” 31+sint .

B coS X 1 cosx 1 1
B 3(1+Sinx)2 31 +sinx 3 3
2 COS X 1 cosx

B 5_3(1+sinx)2 31 +sinx
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Hence from (3)

S, (%) ~ + (1 (1 cos® (x) )+2(2 cosx 1 cosx ))
X)~t—|[=1- ——— g — - :
2 8\3 (1+sin(x))3 3 3(1+sinx)2 31 +sinx
(1 1 cos?(x) +4 2 cosx 2 cosx )
3 3(1+sin(x))3 3 3(1+Sinx)2 31 +sinx
i cos® (x) 2 cosx 2cosx
B a7 R P L E I
(1 + sin (x)) (1 +sinx)” 1+sinx

Therefore, from (1A)
leSp ()] . < 0.001

i cos? (x) 2cosx 2cosx
eﬂ l-——— - — 7 " Trsnx < 0.001
(1 + sin (x)) (1 +sinx) ax
1 cos® (x) 2.Cos X 2Cos X
A l€ - . 3 - . 2 . < 0.001
24 (1 + sin (x)) (1 +sinx)” 1+sinx i
3
cos” (x 2cosx 2cosx
el1- —()3 - 7~ - <0.024 (2)
(1 + sin (x)) (1 +sinx)® 1+sinx i
3 ‘
The maximum value of (1 - = © ; +4- Zcf)sxz - ZC?SX) between x = 0 and x = 7t is now
(1+sin(x)) (1+sinx) 1+sinx

found and used to find ¢. A plot of the above shows the maximum is maximum at the end,

at x = 7 (Taking the derivative and setting it to zero to determine where the maximum is
can also be used).

Cos[x]3 2 Cos[x] 2 Cos[x]
myResult = |1 - +4- - - H
(1+sin[x])? (1+Sin[x])? 1+Sin[x]
Plot [myResult, {x, @, Pi}, PlotRange » All, Frame - True, GridLines -» Automatic, GridLinesStyle - LightGray,
FrameLabel » {{"s, (x)", None}, {"x", "Finding where maximum S, (x) is, part(c)"}}, PlotStyle -» Red, BaseStyle -» 14,
FrameTicks -» {Automatic, {{@, Pi/4, Pi/2, 3/4Pi, Pi}, None}}, ImageSize - 400]

Finding where maximum S;(x) is, part(c)

10
8
6

<
N
%)

4

x NIy
=

Therefore, at x = 7

(l cos® x 2cosx 2cosx ) _ (1 cos® (1) 2cosT 2cosT )
X

+4- - - -
(1 + sinx)’ (1 +sinx)? 1+sinx A + sin n)° (1 +sinn)®> 1+sinn
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Hence (2) becomes
10e < 0.024
€ £0.0024

V/\

Vis_ L

0.0024

VA > 416.67
Hence

A >17351.1

2.2
To find which mode this corresponds to, since A, = (;Z—n)z, then need to solve for n
+7C

nm?

2+ 7z)2
n2n2 = (17351.1) 2 + )

o \/ (17351.1) 2 + )

2

17351.1 =

= 215.58

Hence the next largest integer is used

n =216

To have relative error less than 0.1% compared to exact solution. Therefore using the result
obtained in (9) in part (b) the normalized solution needed is

2 1 (nrc
sin (1 +x—cos(x)))
7T+2n§::1\/1+sinx 2+m

The following is a plot of the above solution adding all the first 216 modes for illustration.

ynormalized ~
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In[42]:=

ClearAll[x, n, lam]

mySol[x_, max_] := Sqr‘t[P 2 ] Sum[ 1

51n[ (1+x—Cos[x])],{n, l,max}];
i+2 Sqrt[1+Sin[x]] 2+Pi

p[n_] :=Plot[mySol[x, n], {x, @, Pi}, PlotRange -» All, Frame - True,
FrameLabel -» {{"y (x)", None}, {"x", Row[{"y,(x) for n =", n}]}}, BaseStyle -» 14, GridLines - Automatic,
GridLinesStyle -» LightGray, ImageSize » 600, PlotStyle - Red,
FrameTicks » { {Automatic, None}, {{@, Pi/4, Pi/2, 3/4Pi, Pi}, None}}, PlotRange - All]

p[216]
Yn(x) for n =216

1001

801

ANAAAAAA 4
0, VYVVVVVY

o
NS
X NI
~E
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5.2 Exam 2

5.21 problem 3

3. Here we study the competing effects of nonlinearity and diffusion in the context of
Burger’s equation

ou N ou 0%u (30)
—tu— =v— a
ot ox 0x?
which is the simplest model equation for diffusive waves in fluid dynamics. It can be solved
exactly using the Cole-Hopf transformation

u = —2Vﬁ (3b)

¢

as follows (with 2 steps to achieve the transformation (3b)).

(a) Let u = 1, (where the subscript denotes partial differentiation) and integrate once
with respect to x.

(b) Let 1» = —2v1n(¢) to get the diffusion equation for ¢.

(c) Solve for ¢ with ¢(x,0) = ®(x), —c0 < & < 0o. In your integral expression for ¢, use
dummy variable 7 to facilitate the remaining parts below.

(d) Show that

B(z) = exp [;—Vl / ’ F(a)da]

o

where u(z,0) = F(x), with z, arbitrary which we will take to be positive for convenience
below (z, > 0).

(e) Write your expression for ¢(x,t) in terms of

2

f(ﬁvl’at)Z/nF(a)da+ (@ ;tn) .

(f) Find ¢, (x,t) and then use equation (3b) to find u(x,t).

521.1 Part (a)

=V M
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Let

u=-2v—

d
P (—21/ In cp)

5212 Part(b)

Let
Y =-2ving
Hence (1A) becomes
d
U=——
dx

We now substitute the above back into (1) noting first that

(2)

(3)

du _ d Y
ot Jt dx
Interchanging the order gives
Ju  Jd Iy
t dx dt
d
= 5%
And
du  d Iy
Jdx  dx dx
= wxx
And
Pu
W - ¢xxx
Hence the original PDE (1) now can be written in term of i) as the new dependent variable
as
d
8_xl/}t + Yy (lpxx) = Vyay
But

10
Yy (wxx) = 58_3( (1;[}925)
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Using the above in (3), then (3) becomes
d 19, ,
8_x¢t + Ea_x (lpx) - waxx
% 10/,
a@bt + E% (wx) ax (¢xx) -

d
E (% + Elpx prx)

Therefore

1
Yr + Elpazc “ Py =0 (4)
But from (2) i = —2vIn ¢, then using this in (4), we now rewrite (4) in terms of ¢

J 1(9 L
T (—21/ In ¢)) +5 (0_)— (—21/ In cp)) V53 (—21/ In cp) =

)it )

Sl 3

But — (%) o _ 0% hence the above becomes

¢ o ¢
2 2
—21/@ + 212 ((P—x) (qux (Pz) 0
¢ ¢ ¢ ¢
2
¢t 2 (¢x) ijxx Z(Px
2v—+2v° | —| +2v - 2v =0
¢ ¢ ¢ ¢?
qbt 2¢xx
v—+2v"—=0
¢ ¢
(Pt (Pxx
-—+v—=0
¢ ¢
Since ¢ # 0 identically, then the above simplifies to the heat PDE
1 = VQyy (5)
¢ (x,0) =@ ()
—00 < X <

5.2.1.3 Part (c)

Now we solve (5) for ¢ (x, t) and then convert the solution back to u (x, ) using the Cole-Hopf
transformation. This infinite domain heat PDE has known solution (as ¢ (+oo, t) is bounded
which is

2
¢>(x,t>=fw®(n)@exp[ (4vt)]dn (©)
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5.2.1.4 Part(d)
Now
D (x) = ¢ (x,0)

But since u (x,t) = % (—21/ In (p), then integrating

fxu(a,t)da =-2ving

X0

_1 X
Ing = Ef u(a,t)da

X0

¢ (x,t) = exp (% fxu(a,t)da)

X0

Hence at t = 0 the above becomes

¢ (x,0) = exp (% fxu(a,O)da)

xg

_1 X
=exp(5 f F(a)da)

X0

Where F (x) = u(x,0). Hence from the above, comparing it to (6) we see that

D (x) = exp (;—i fo(a)da)
5.2.1.5 Part(e)

2
- ~(x-n)
Varnvt p 4vt

From (6), we found ¢ (x,t) = f_: O (77)

gives
2
o (x,t) = \/%f(:exp(%LZF(a)da)exp[%]dn
_ \/L%jj:exp ;—ifx;]F(a)da— (x;vZ)Z]dn
- \/%f:)exp ;—11} foF(a)da+ (x;tn)zl]dn
Let

x-1)°

an(a)da+ ( 2tn :f(r],x,t)
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Hence (9) becomes

~f(nxt)
2v d 17

¢ (x,t) = foo \/41_6

- ot

5.21.6 Part(f)
From (10)

00

~f(nx)
2v

d

4l

—00 V47U)t &X
00 1 Jd
| =5 e

f \/ﬁ[&x

Using Leibniz integral rule the above simplifies to

9 _ 10((96 JJE

Ix 4mvt t

99 _
dx

4rvt

A

f F(a)da + =

=

00 (r]xt

2v

e

But
s
¢

u=-2v

|

Hence, using (10) and (11) in the above gives

~f(nxt)
2v

(x-n)

t

1

oo Vanvt

o

~f(nxt)

N

dn

4rvt
Hence the solution is
. _ —f(r],x,t)
() .2

—00

f e

dn

u(x,t) = )

2v dT]

Where

(x=n)

2t

f(n,x,t) = an(a)da+

288
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5.2.2 problem 4

4. (a) Use the Method of Images to solve

ou 0%
E:y@—f—Q((BJ), 0<xz<L, t>0

u(z,0) = f(z), %(O,t) =0, u(L,t)=A4

(b) For A = 0, compare your expression for the solution in (a) to the eigenfunction solution.

5.2.2.1 Part(a)

du d%u

EZUWJFQ(XJ) (1)
0<x<L
t>0

Initial conditions are
u(x,0) = f(x)

Boundary conditions are

du(0,t)
ox =0
u(L,t)y=A

Multiplying both sides of (1) by G (x,t; xo, ty) and integrating over the domain gives (where
in the following G is used instead of G (x, t; x, ty) for simplicity).

L 00 L 00 L 00
f Gu, dtdx = f f vit, G ddx + f f QG dtdx 1)
x=0+t=0 x=0+"t=0 x=0vt=0
For the integral on the LHS, we apply integration by parts once to move the time derivative
from u to G
L 00 L L 00
f f Gu, dtdx = f [uGI dx - f f Gy dtdx (1A)
x=0Vt=0 x=0 N x=0 V=0
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And the first integral in the RHS of (1) gives, after doing integration by parts two times on

it
L 00 00 L 00
f f kit G dtdx = [ [u,GI-_ dt - f f vit, Gy, didx
x=0 Y t=0 t=0 = x=0 Y t=0
fL[ Gt dt (fm[c]L it fL foo G dtd)
= ux _ - u 1 _ — vuU xx X
t=0 x=0 t=0 =0 x=0 Y t=0

00 L 00
- f (11, - MG~ ) dt + f f Gy, dtdx
t=0 x=0vt=0

00 L 00
= f [u,G - qu]i:0 dt + f f vuG,, dtdx
=0 x=0 v t=0

00 L 00
= [ WG, -uGl_ dt+ f f VUG, didx (1B)
t=0 = x=0Y =0

Substituting (1A) and (1B) back into (1) results in

L L 00 ] L 00 L )
f UG, dx- f f Gy dtdx = f [1,G — uG, ] di+ f f G, dtdx+ f f GQ dtdx
x=0 - x=0 Y =0 t=0 = x=0 Y =0 x=0 Y =0

Or
L 00 L 00 L L 00
f f Gyt — vuGy, dtdx = — f WG], dx - f MG, -, GI"_ dt + f GO dtdx
x=0 Y =0 x=0 - t=0 = =0Yt=0
(2)
We now want to choose G (x, t; xg, ty) such that
—Gu — vuGy, = 6 (x — x) 0 (t — tp)
=G = vuGy, + 0 (x — x0) 0 (t — ) (3)

This way, the LHS of (2) becomes just u (xg, ty). Hence (2) now (after the above choice of
G) reduces to

M(XO/to):—fL

x=

17

to L 0
[GIZydx— [ G - u Gl ydt+ [ [ GQ drdx 4)
0 - t=0 - x=0 Y =0

We now need to find the Green function which satisfies (3). But (3) is equivalent to solution
of problem
—Gyu = vuGy,
G(x,0) =6(x—xp)0(t—tg)
—00 < X < 00
G(x, t;x9,t9) =0 t>tg
G (o00,t;x9,t9) =0
G (x, to; Xo, to) = 6 (x — xo)
The above problem has a known fundamental solution which we found before, but for the
forward heat PDE instead of the reverse heat PDE as it is now. The fundamental solution
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to the forward heat PDE is

1 - (x—xp)”
G t) = ————exp| —— 0ty <t
G 8) Vanv (t - tg) P ( 4v (t - to) ‘
Therefore, for the reverse heat PDE the above becomes
1 —(x - xo)2
G, t) = ————exp| ——— 0<t<t 5
(. Vi (t, - t) p(4v(t0—t) 0 ©)

We now go back to (4) and try to evaluate all terms in the RHS. Starting with the first term
f LO [uG]toiO dx. Since G (x,00;x(, tg) = 0 then the upper limit is zero. But at lower limit t = 0
- -

we are given that u (x,0) = f (x), hence this term becomes

L L
Lzo [uG]ZO dx = f —u(x,0) G (x,0) dx

x=0
_ fL —f () G (x, 0) dx
Now looking at the second term in RHS of (1_)0, we expand it and find
[uG, - uxG]izo =W (L, t) Gy (L, t) —u, (L, t) G(L, 1)) — (u(0,£) G, (0,t) —u, (0,£) G(0, 1))
We are told that u, (0,t) =0 and u (L,t) = A, then the above becomes
[uG, - uxG]JLC:0 = AG, (L, t) —u, (L, t) G(L, ) —u(0,£) G, (0, 1) (5A)

There are still two terms above we do not know. We do not know u, (L,t) and we also do
not know u (0, f). If we can configure, using method of images, such that G(L,f) = 0 and
G, (0,t) = 0 then we can get rid of these two terms and end up only with [uG, - uxG];o:0 =
AG, (L,t) which we can evaluate once we know what G (x, t) is.

This means we need to put images on both sides of the boundaries such that to force
G(L,t) =0 and also G, (0,f) = 0.

We see that this result agrees what we always did, which is, If the prescribed boundary

o g, s O
conditions on u are such that u = A, then we want G = 0 there. And if it is 3—2 = A, then we

want aa—f = 0 there. And this is what we conclude here also from the above. In other words,

the boundary conditions on Green functions are always the homogeneous version of the
boundary conditions given on u.

du _
oxr —
oG
s =0
u(L,t)=A
G(L,t)=0
x=0 r=1L
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To force G, (0,f) = 0, we need to put same sign images on both sides of x = 0. So we end
up with this

The above makes G, (0,¢) = 0 at x = 0. Now we want to make G = 0 at x = L. Then we update
the above and put a negative image at x = 2L — x; to the right of x = L as follows

But now we see that the image at x = —x; has affected condition of G =0 at x = L and will
make it not zero as we wanted. So to counter effect this, we have to add another negative

image at distance x = 2L + x to cancel the effect of the image at x = —x;. We end up with
this setup

oG

oz =0

Jﬁ f -l G= 2L —zo 2L+ w0
o g=0 "o r=L"~-

But now we see that the two negative images we added to the right will no longer make
G, (0,t) = 0, so we need to counter effect this by adding two negative images to the left side
to keep G, (0,t) = 0. So we end up with
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2L + o

But now we see that

by putting these two images on the left, we no longer have G = 0 at

x = L. So to counter effect this, we have to put copies of these 2 images on the right again
but with positive sign, as follows

oG __
%e =0

AL —x9 4L+ o

But now these two images on the right, no longer keep G, (0,t) = 0, so we have to put same
sign images to the left, as follows

And so on. This cont

inues for infinite number of images. Therefore we see from the above,

for the positive images, we have the following sum

Varn (tg — )G (x, t;

G (x, t; X0, to) =

Van (tg — t)

o) exp| ZETT0) 4 o[22 (L= o)
0-70) = P gt — b) Pl gty - 1) Pl - p)
— (x = (—4L + x))? —(x = (4L + x))?
+6Xp[ d0(tg-1 )+eXp[ 20t —1) )
— (x - (4L - xp))*
+eXp( 4v(ty - 1) ]+

o0

E exp

n=-00

— (x — (~4nL + xp))*
4v (to - t)

~ (x - (4nL - xo))
4v (to - t)

1

(5 5 o)
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The above takes care of the positive images. For negative images, we have this sum of images

, . (~x-@L-x)) —(x — (2L + x¢))°
Vv (tg — )G (x, t; xg, tg) = €xp R + exp yrI—
o[ ) (- (- (2L - )
LS Sy a— S I BY—
N e %)) 4 o [T (6L %))
S T L T SYr—
4oy [ 2 6L+ %)) 4 o[ 7= (6L - %))
Pl - b L SYr—

Or

A (tg — )G (x, £ x0, ) = — ( D) exp (_ - (544:(;02_)5 + %0)) ] +exp (_ b= (i”(t‘o 2—)tL) — X)) ))
(7)

Hence the Green function to use is (6)+(7) which gives

_ ~ 1 & — (x — (4nL - xp))° — (x = (~4nL + xp))°
e e e R e
1 (f] (—(x—((4n—2)L+x0))2) (—(x—(<4n—2)L—xo»2D
exp + exp

- Varw (t) — t) L5 4v (ty - 1) dv(ty—t)
(7A)
Using the above Green function, we go back to 5A and finally are able to simplify it
[uGy ~ .Gl = AG, (L, 1) = uy (L) G (L, 1) = (0, 1) Gy (0, )

The above becomes now (with the images in place as above)
dG (L, t;xg, tp)
L _ sty 20700

(UG, — Gl = A5 0 ®)

Since now we know what G (x, t; x, t;), from (7), we can evaluate its derivative w.r.t. x. (broken
up, so it fits on one page)

IG (x,t;x0,tg) & —(x - (4nL - xp)) —(x - (4nL - xy))
ox W Z 2witg—t) [ 40 (tg - 1) )
& — (x — (—4nL + xp)) — (x = (—4nL + xp))?
W n_z_:m Wlte—t) ( 40ty - 1) )
1 —(x-(4n-2)L + xp)) —(x - ((4n = 2) L + x))?
T Vi (=D & 20 (b — 1) o ( 40 (tg - 1) )
1 S (- (@n-2)L-x))  (-(x—((4n-2)L-x))’
ey e S8 20ty - 1) eXp( 40 (ty— 1) )
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At x = L, the above derivative becomes

IG (L, t;x0,t0) — (L - (4nL - xp)) —(L - (4nL - xp))*
ox W n_z_:oo 2(tg—1) ( 40ty - 1) )
N 1 i ~(L-(AnL+x) (— (L - (~4nL + xo))z]
W e 2v(tg—t) 4v (to - 1)

Z —(L-(4n-2)L +xp)) exp (- (L-((4n-2)L + xo))z]
VA (to M 2v(ty—t) 4v(tg—1)

1 G oL-(@n-2L-xp) (L= (@n-2L-x)’)

CVEw G- .S, 20D oxp 1ot = 1) ©)

From (4), we now collect all terms into the solution

L to L to
U (xg, fg) = — f [uG]” dx - f UGy — w,GI-_ dt + f f GQ dtdx (4)
+=0 = =0 = x=0 v =0

We found fLO [uG]:iO dx = fLO —f (x) G(x,0)dx and now we know what G is. Hence we can
X=! - X=l
find G (x,0; xg, tp). It is, from (7A)

' 1 & — (x - (4nL - xp))’ — (x = (~4nL + xp))’
G (x,0;xq,tg) = N (n;m exp( ol ) + exp( oty )]

00 2 2
1 (E eXp(—(x—((4n—2)L+x0)) ]+exp(—(x—((4n—2)L—x0)) )J

Varvty S 4uty 4vt,
(10)
L . . &G(L,t;xo,to)
And we now know what [uG, —u,G]__ is. It is AT. Hence (4) becomes
L o dG(L,txp,t L rh
w@oto) = [ F ()G (x,0;x0 tg) du— f 26 L Xyt f f G (x, £ %0, t) Q (x, 1) dtdx
x=0 t=0 dx x=0 Y t=0

Changing the roles of xg, t,

e (xO/ tOr L t)

L t
uw(x,t) = f F(x0) G (x, to; X, 0) dxg — f A dt, f f G (o, to; x, £) Q (o, t) dtodxg
x0=0 t=0 x0=0

0.)X0
(11)

This completes the solution.
Summary
The solution is

L t 9G (xg, to; L, t) ¢
u@ = | f0)G ot 0)dx- | A2ty f G (xo, to; 1,£) Q (x0, o) dtedxg

x0=0 £=0 X0 x9=0 ¥ tg=0

Where G (xo, tp; x,0) is given in (10) (after changing roles of parameters):
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G (xOI tO/ X, 0)

o — (xo - (4nL - x))? ~ (xp — (~4nL + x))°
(5 e[ (o)

( i eXp(—(xo —(4n-2)L +x))2) +exp(_(x0 _ ((4n_2)L_x))zD

Varot 5 4ot 4ut
(10A)
and M is given in (9) (after also changing roles of parameters):
X0
dG (xo, to; L, 1) — —(L-(4nL -x)) — (L - (4nL - x))
Ixg \/m Z 20 (t—to) [ 4v (t - ty) )

N 1 i — (L - (~4nL + x)) [— (L - (~4nL + x))z)

mn__m 20 (t - tp) 4o (t - to)

Z —(L-((4n -2)L + x)) o —(L-(4n-2)L+x)>?
\/74711) (t )2 20(t-ty) P 40 (E— fo)

~(L-((4n-2)L~ x))eXp(—(L—<(4n—2>L—x>>2

\/4711) (t —to n_z_:oo 2v(t-tp) 4v (t - to)

and G (xg, ty; x, t) is given in (7A), but with roles changed as well to become

o 1 o — (xg — (4nL - x))? — (xg — (~4nL + x))
G (xq, to; x, 1) = N/ TN = (n;m exp( (=t ) + exp( It )]

) (9A)

(7AA)
1 3 ex (o= (=L +0)") (- (4n-2)L- )’
Varo (- tg) LT G (t—t) b 4 (t=ty)

5222 Part(b)

When A = 0, the solution in part (a) becomes

L L £
u(x,t) = f (x0) G (xq, to; x,0) dxg + f G (xq, to; x, 1) Q dtodxg

xp=0 x9=0 v tg=0
Where G (xg, ty; x,0) is given in (10A) in part (a), and G (x, to; x, t) is given in (7AA) in part
(a). Now we find the eigenfunction solution for this problem order to compare it with the
above green function images solution. Since A = 0 then the PDE now becomes

ou 9%
(9—1: —v—+Q(x,t) 1)

0<x<L
t>0

Initial conditions

u(x,0) = f(x)
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Boundary conditions

du(0,t)
ox =0
u(L,t)=0

Since boundary conditions has now become homogenous (thanks for A = 0), we can use
separation of variables to find the eigenfunctions, and then use eigenfunction expansion.
Let the solution be

uy (x, 1) = a, (), (x)
u(x,t) = D a, (t) Py (v) (1A)
n=1

2
Where ¢, (t) are eigenfunctions for the associated homogeneous PDE % = vg—xl; which can

be found from separation of variables. To find ¢, (x), we start by separation of variables.
Let u(x,t) = X (x) T (t) and we plug this solution back to the PDE to obtain

XT' = vX"'T
1TI_XN_ A
oT X

Hence the spatial ODE is Xyn =-A or X” + AX = 0 with boundary conditions
X' (0)=0
X(L)=0

case A = 0 The solution is X = ¢; + c;x. Hence X’ = ¢,. Therefore ¢, = 0. Hence X = ¢; = 0.
Trivial solution. So A = 0 is not possible.

case A > 0 The solution is X = ¢; cos (\/Zx) +cy sin (\/Zx) and X’ = —vVAcy sin Ax +c, VA cos Ax.

From first B.C. at x = 0 we find 0 = cz\/z, hence ¢, = 0 and the solution becomes X =
1 COS (\/Zx) At x = L, we have 0 = ¢; cos (\/XL) which leads to VAL = ng forn=1,3,5,--- or

2n-1\n
VA, = - n=1,23--

2 L

m-11m\°
/\n:( 5 f) n=11273,--

Hence the X, (x) solution is
X, (x) = ¢, cos (\/A_nx) n=1,2,3,---

The time ODE is now solved using the above eigenvalues. (we really do not need to do this
part, since A, (t) will be solved for later, and A, () will contain all the time dependent parts,
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including those that come from Q (x, f), but for completion, this is done)

1T
oT 7"
T +9vA,T=0
dr
T = —UAndt
In|T| = -vA,t+C
T = Cnev)\nt

Hence the solution to the homogenous PDE is
u, (x,t) = X, T,

=, COS (\//\nx) eVnt

Where constants of integration are merged into one. Therefore

u(x,t) = E X, T,

n=1
= E C, COS (\//\_nx) eVt (2)
n=1

From the above we see that

0 0) = con ()

. . . . J 9* . . . .
Using this, we now write the solution to 8—12 = Ua_xz + Q (x,t) using eigenfunction expansion

w(x,8) = Y3 An (8) by (v) (3)

n=1
Where now A, () will have all the time dependent terms from Q (x, ) as well from the time
2n-1mn

solution from the homogenous PDE ev(T L) : part. We will solve for A, (f) now.

In this below, we will expand Q (x,t) using these eigenfunctions (we can do this, since the
eigenfunctions are basis for the whole solution space which the forcing function is in as well).
We plug-in (3) back into the PDE, and since boundary conditions are now homogenous,

then term by term differentiation is justified. The PDE % = vj—i’; + Q (x,t) now becomes
& 00 az 00 00
ﬁ E An (t) ¢n (X) = UW 2 An (t) (z)n (x) + E n (t) ¢n (x) (4’)
n=1 n=1 n=1

Where 220:1 g, (t) ¢, (x) is the eigenfunction expansion of Q(x,t). To find g, (t) we apply

298



5.2. Exam 2 CHAPTER 5. EXAMS

orthogonality as follows

Qx,t) = Y0, (1) Py (%)
n=1

L

[ [
[ on Q0= [ (0,010, 0) 0
0 0 n=1

L 0 L
[ on@aendr= [ 4.0)6:@¢n 0 dx
0 n=1v0

L
= [ a6 e
L ) \/_ ;
= A
T (1,‘)f0 cOS ( nx) X
But
L ) L
j(; oS (\//\_nx)dx: 5
Hence

2 L
w®=7 [ 0.@WQe D 5)

Now that we found g, (t), we go back to (4) and simplifies it more
DAL B () = Y Ay (D Py () + D340 (D) Py ()
n=1 n=1 n=1

A (B) y (x) = vA, (8) @1 (x) + G () Py (x)

But since ¢,, (x) = cos (\//\_nx) then

¢ (1) = = (VA,) sin (VA,.x)
And

¥ () = =2, cos (VA,2)
= _An(PH (x)

Hence the above ODE becomes

Audy = VAN Dy + 4Dy,
Canceling the eigenfunction ¢, (x) (since not zero) gives

Ay () + vA, () Ay = gy () (6)
We now solve this for A, (t). Integrating factor is

U = exp (f v)\ndt)

— eAnvt
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Hence (6) becomes

% (1A, () = pa, (1)

t
A () = f Mg (s)ds + C
0

t
A0 =t [ Mg, (s)ds + Ce (7)
0
Now that we found A, (¢), then the solution (3) becomes
[eY) _ Ez Zv t 211—12 2v _ 211—12 21)
1 (x, ) = E[e (1) tf 71 ", (s)ds + Ce (58] v by (%) )
n=1 0

At t =0, we are given that u (x,0) = f (x), hence the above becomes

fG)=2Ch, ()
n=1
To find C, we apply orthogonality again, which gives

L 0 L

[ F@on@dx=3 [ oo @@dx

0 n=1 0
:CfL¢%1(x)dx

L L °

[ f@onmar=2c

0

2 L

c:zfof(x)qbn(x)dx

Now that we found C, then the solution in (8) is complete. It is

u (x/ t) = 2 An (t) an (x)
n=1

= ;::1 (e—/\nvt ‘f: e/lnvsqn (S) ds + %e_/\nvt f(;Lf (x) (j)n (x) dx) ¢n (X)

Or
oo t
u(x,t) = E((Pn (x) et f et g, (S)dS)
n=1 0
2 & o (T
+ Z,E((P" @ [ f @0, (x)dx)
Summary

The eigenfunction solution is

(o)

t
u(x,t) = 2 (an (x) e~ vt f e)tnvsqn (s) ds)
0

n=1

2. N
+ an:]l(cpn et [ f 66, dx)
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Where
¢, (x) = cos (\//\_nx) n=1,23,---
An:(zn_lz)z n=1,1,23,
2 L
And

L
0= [ 0,000 nds

To compare the eigenfunction expansion solution and the Green function solution, we see
the following mapping of the two solutions

2 ma(@nee it [ fpn (odx) S (ute et [ etnvsg, s)as)

L L
f 1 (x0) G (xq, to; x,0) dxg + f f G (xo, to; x, 1) Q (xo, to) dtodxg
0 0o Yo

Where the top expression is the eigenfunction expansion and the bottom expression is the
Green function solution using method of images. Where G (x, fo; x, ) in above contains the
infinite sums of the images. So the Green function solution contains integrals and inside
these integrals are the infinite sums. While the eigenfunction expansions contains two infinite
sums, but inside the sums we see the integrals. So summing over the images seems to be
equivalent to the operation of summing over eigenfunctions. These two solutions in the
limit should of course give the same result (unless I made a mistake somewhere). In this
example, I found method of eigenfunction expansion easier, since getting the images in
correct locations and sign was tricky to get right.
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5.2.3 problem 5

5. This problem is a simple model for diffraction of light passing through infinitesimally
small slits separated by a distance 2a.
Solve the diffraction equation
ou_ r ot N
ot 4w Ox?
with initial source u(z,0) = f(z) = d(z —a) + §(z +a), a > 0.
Show that the solution u(z,t) oscillates wildly, but that the intensity |u(w,t)|? is well-
behaved. The intensity |u(z,t)|? shows that the diffraction pattern at a distance ¢ consists
of a series of alternating bright and dark fringes with period At/(2a).

du(x,t) il d%u(x,1)
dt  4Am 92
ux,0)=fx)=0(x-a)+06(x+a)

I will Use Fourier transform to solve this, since this is for —co < x < 0o and the solution u (x, f)
is assumed bounded at +co (or goes to zero there), hence u (x, ) is square integrable and
therefore we can assume it has a Fourier transform.

(1)

Let U(&, t) be the spatial part only Fourier transform of u (x, t). Using the Fourier transform
pairs defined as

U ) = Fux,b) = f (£ 2

wCot)= I WUEN) = [ U neias

Therefore, by Fourier transform properties of derivatives

9@“*ﬂzamauaﬂ

ox
2
<#i§¥ﬁqmm%Mﬁ @
X
And
du(x,t)\  JU(, 1)
“7( ot )_ ot )

Where in (3), we just need to take time derivative of U (¢, t) since the transform is applied
only to the space part. Now we take the Fourier transform of the given PDE and using (2,3)
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relations we obtain the PDE but now in Fourier space.
U (& 1)
at

(Mym@fuaﬂ

4n

=- (ﬂ) AT2E2U (&, 1)
4m

= (<iARER) U (&, 1) (4)

Equation (4) can now be easily solved for U (¢,t) since it is separable.
QUL
uet

(~iAm&?) ot
Integrating
In|U (&, ) = (-iAn&?)t+C
U1 = U0l )

Where U (&,0) is the Fourier transform of u (x, 0), the initial conditions, which is f (x) and is
given in the problem. To go back to spatial domain, we now need to do the inverse Fourier
transform. By applying the convolution theorem, we know that multiplication in Fourier
domain is convolution in spatial domain, therefore

FITUEN)=71UE0)e.F7! (e—i/\7'(§2t) 5)
But
FHUE D) =u(xt)
FHUE,0) = f ()
And
-1 (e—mnézt) _ f " iAne?t inxe g g (5A)

Hence (5) becomes
u,t)=f(x)® -1 (e—z’/\rzéZt)

Here, I used Mathematica to help me with the above integral (5A) as I could not find it in
tables so far?l Here is the result

Find inverse Fourier transform, for problem 5, NE 548

InverseFourierTransform[ Exp[-I lamPiz~2t], z, x, FourierParameters -> {1, -2=xPi}]

i x?
e lamt

A2 Vi lamt

2Trying to do this integral by hand also, but so far having some difficulty..
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Therefore, from Mathematica, we see that

inx?
At
9‘—1 —zAn£2 e (6)
) =
Buf?]
1 1
Vi= —+i—
V2 V2
()50 (3)
=cos|—|+isin|—
4 4
=i
Hence (6) becomes
- 1 ;o
g‘—l (e—l/\ﬂr,zt) =—¢ At (7)

21t

Now we are ready to do the convolution in (5A) since we know everything in the RHS,
hence

T[Xz

ulx,t)=fx)® ——— T ! T

e T\2mAt

. 779(2

1
=0x-a)+o(x+a)® ——=' N (8)
e T\2mAt

Applying convolution integral on (8), which says that
fx)=g1(x)®g (x)
= f 91(2) g (x—z)dz

Therefore (8) becomes

7-z(x—z)2
6(z- a)+6(z+a)) e dz
f VZn/\t

u(x,t)

f (6(z—a)+6(z+a))e YM) dz
271A

XZZ
"—[f (S(z—a)e M dz+f (5(z+a)e At dz)
e'TV2mAL \Y -0

But an integral with delta function inside it, is just the integrand evaluated where the delta
argument become zero which is at z = 4 and z = —a in the above. (This is called the sifting
property). Hence the above integrals are now easily found and we obtain the solution

u(x,t) = _t (eXp (i—n O a)z) + exp [i—n O a)z )]
’ ei%m At At

3Taking the positive root only.
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The above is the solution we need. But we can simplify it more by using Euler relation.

n(x2+a2—2xa)] ['n(x2+a2+2ax)])
+exp|i

u(x,t) = —

——|expli
eZZVZRAt[ [ At

1 in (x2 + az) —i2mxa . in (xz + az) i2max
=—— |exp| ———Z |ex ex ex

] At Pl P At P
in(x2+a2)

At

At

Taking exp( ) as common factor outside results in

in(x2+u2)

exp( At ) 2max 2mxa
u(x,t) = —— (exp (z—) + exp (—1—))

Hence the final solution is

2 . i 27ma x
u(x,t) = —; €Xp | i——; Z)COS(T;) 9)

Hence the real part of the solution is

2, 2
2 T(x°+a i 2nax
‘.R(u(x,t)):\/m\tcos ()\t )_Z COS(TE)

And the imaginary part of the solution is

2 2
[ 2 (¥ +a Tt 2ma x
S(u(x/t)): _— S ( I )—Z COS(T?)

The g is just a phase shift. Here is a plot of the Real and Imaginary parts of the solution,
using for A = 600 X 10~ meter, a = 1000 X 10~ meter at t =1 second
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a=1000+ 10" (-9);
=600 %10" (-9);

ux_, t_] := 2 Exp[In(x2+aZ) _1] COS[Zna f]
At At 4 At

Clear[t];
Plot[Re@u[x, 1], {x, -3000 a, 3000 a}, Frame -> True,

FrameLabel » {{"u(x,t)", None}, {"x", "Real part of solution at t= 1 second"}}, BaseStyle- 12,
PlotStyle -» Red, PlotTheme » "Classic"]

Real part of solution at t= 1 second

u(x,t)
(=]
:
]
Il
Il
T
I
I

-200+

—400}

-0.003 -0.002 -0.001 0.000  0.001 0.002  0.003

X

Plot[Imeu[x, 1], {X, -3000 a, 3000 a}, Frame -> True,
FrameLabel -» { {"u(x,t)", None}, {"x", "Imaginary part of solution at t= 1 second"}}, BaseStyle - 12,
PlotStyle -» Red, PlotTheme » "Classic"]

Imaginary part of solution at t= 1 second

400

S

200 -

S

u(x,t)
=1

-200

—400}

—-0.003 -0.002 -0.001 0.000  0.001 0.002  0.003

X

We see the rapid oscillations as distance goes away from the origin. This is due to the x?
term making the radial frequency value increase quickly with x. We now plot the [u (x, B,
Looking at solution in (9), and since complex exponential is +1, then the amplitude is

governed by ,/% cos (ZAL@) part of the solution. Hence

2_ 2 oo (max
[u(x, b = —; Cos (A t)

These plots show the intensity at different time values. We see from these plots, that the
intensity is well behaved in that it does not have the same rapid oscillations seen in the
u (x,t) solution plots.
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a=1000 10" (-9);
A =600 %10" (-9);

2 2ma xq\2
intensity[x_, t ] := —— [Cos[ —]]
At At

p =
Plot[intensity[x, #], {x, -3000 a, 3000 a}, Frame -> True,
FrameLabel » {{"u(x,t)", None}, {"x", Row[{" intensity lu|? of

solution at t =

", #, " second"}]}},
BaseStyle -» 12, PlotStyle » Red, PlotTheme » "Classic", ImageSize » 369] & /@ Range [0.002, 0.012, 0.002] ;

intensity Ju|* of solution at t =0.002 second intensity |u|? of solution at t =0.004 second
5% 108} 1 25x 108 |
4x108¢ ] 2.0x 108 F
S 3x108}F S 1.5x108¢
Nat X
Z 2x108¢ 1 7 10x108}
1x108F ] 50%x107F
0f ] Of; ‘ ‘ ‘ ‘ ¥
—0.003-=0.002—=0.001 0.000 0.001 0.002 0.003 —-0.003-0.002—-0.001 0.000 0.001 0.002 0.003
X X
intensity |uf? of solution at t =0.006 second intensity Ju|? of solution at t =0.008 second
1.4x108 -
8t
1.5x 108 | 1.2x10
1.0x 108
= 1.0x108 | = 80x107}
> <
z < 6.0x107f
5.0x107 1 4.0%x107
2.0x107
—0.003-0.002—-0.001 0.000 0.001 0.002 0.003 —0.003-0.002—-0.001 0.000 0.001 0.002 0.003
X X
intensity [u|? of solution at t =0.01 second intensity [u|? of solution at t =0.012 second
I1x108} 1 8% 107 b
8x 107
6x107 -
’-:: 6x107 "::
z Z 4x107f
Z 4x107f =
2% 107 | 1 2x107¢
—-0.003-0.002-0.001 0.000 0.001 0.002 0.003 —-0.003-0.002-0.001 0.000 0.001 0.002 0.003
X X

Now Comparing argument to cosine in above to standard form in order to find the period:

2na x
—— =27 ft
Pk
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Where f is now in hertz, then when x = t, we get by comparing terms that

2mtal
ik
i

al

At

1 . . . al 1
But f = = where T is the period in seconds. Hence - = = or

T=—

a

At At
. . . . ~ _ . . . . _’r)
So period on intensity is — at x = (why problem statement is saying period is >-?).
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5.2.4 problem 2 (optional)

2. Consider the 1D heat equation in a semi-infinite domain:

ou 9%

e _ .z >
Ot V@:L‘Q’ 220

with boundary conditions: u(0,t) = exp(—iwt) and u(z,t) bounded as x — co. In order
to construct a real forcing, we need both positive and negative real values of w. Consider
that this forcing has been and will be applied for all time. This “pure boundary value
problem” could be an idealization of heating the surface of the earth by the sun (periodic
forcing). One could then ask, how far beneath the surface of the earth do the periodic
fluctuations of the heat propagate?

(a) Consider solutions of the form u(x, t;w) = exp(ikz) exp(—iwt). Find a single expression
for k as a function of (given) w real, sgn(w) and v real.

Write u(x,t;w) as a function of (given) w real, sgn(w) and v real. To obtain the most
general solution by superposition, one would next integrate over all values of w, —c0 <

w < 00 (do not do this).

(b) The basic solution can be written as u(z, t;w) = exp(—iwt) exp(—oz) exp(io sgn(w) z).

Find ¢ in terms of |w| and v.

(c) Make an estimate for the propagation depth of daily temperature fluctuations.

5.2.4.1 Part (a)

And x > 0,u (oo, t) bounded. Let

Hence

And

Substituting (2,3) into (1) gives

du 2%u
T @
u(0,t) = et

u(x, t) = pikxp—iwt

ot
= —iwu (x,t) (2)
Ju (x, t) — jkeikxpmiot
dx
I%u (x’ t) ikx ,—iw
Eeanke —k?etkxemiwt
= —Ku (x,1) (3)

—iwu (x,t) = —vk%u (x, 1)
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Since u,, (x,t) can not be identically zero (trivial solution), then the above simplifies to

—iw = —vk>?
Or
= 4)
Writing
w = sgn (o) |wl
Where

sgn(w) =3 0 w =0

-1 w <0
Then (4) becomes
e i sgn(w)|wl
1%
L=y Vivsgn @il

N

Since

Hence k can be written as

¢1 \sgn @)l
NG

k==

case A. Let start with the positive root hence

eig Vsgn (w)V|w|
N

k=

Case (Al) w < 0 then the above becomes
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And the solution becomes

u (x,t) = exp (ikx) exp (—iwt)

= exp i(—L Vel + 1L \/m)x) exp (—iwt)
Vi

(—i \/Ei— — \/EJx] exp (—iwt)
Vv NE

L@x) ( L \/_zx) exp (—iwt)

N R WG

We are told that u (oo, t) is bounded. So for large x we want the above to be bounded. The

complex exponential present in the above expression cause no issue for large x since they

=

= exp

=exp|-

are oscillatory trig functions. We then just need to worry about exp (—% %x) for large x.
This term will decay for large x since —%% is negative (assuming v > 0 always). Hence

positive root hence worked OK when w < 0. Now we check if it works OK also when w >0

case A2 When w > 0 then k now becomes

¢'s vsgn @) vial

k=

And the solution becomes

u(x,t) = exp (ikx) exp (—iwt)

e ( Lo, y Jx)exp it

) x) exp (—iwt)
)
-——x i— ——x | exp (—iwt)
Be ) e
We are told that u (oo, t) is bounded. So for large x we want the above to be bounded. The
complex exponential present in the above expression cause no issue for large x since they

\/_

are oscillatory trig functions. We then just need to worry about exp (———x) for large x.

N
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This term will decay for large x since —%% is negative (assuming v > 0 always). Hence

positive root hence worked OK when @ > 0 as well.
Let check what happens if we use the negative root.

case B. negative root hence

¢'s vsgn @) vial
NG

k=-

Case (Al) w < 0 then the above becomes

iZ
e4

ml':1

a

iz i ;30
ie 4 |wl e

k=- =- ol _ ¢ Vel
WV WV

=—(Cos 7T +isin — n)
1 .1 ) Viw|
+i

(_
[1_ 1 Vil 1 |w|)

w D

=
=

_ | 1
(5
And the solution becomes

u (x,t) = exp (ikx) exp (—iwt)

=ex z(L lwl—iL lwl)x)ex (—iwt)
e e )T
lwl 1 Vlwl|

+ —

> ] x) exp (—iwt)

ol e

We are told that u (o, t) is bounded. So for large x we want the above to be bounded. The
complex exponential present in the above expression cause no issue for large x since they

Viwl

are oscillatory trig functions. We then just need to worry about exp (+L—x) for large x.

V2
% :;.ﬁ is positive (assuming v > 0 always). Hence

we reject the case of negative sign on k. And pick

¢'s vsgn @) vial
NG

S
g$

= exp (z’

B

= exp

This term will blow up for large x since +—

k =

(i) N
T W
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Therefore the solution is

u(x,t; w) = exp (ikx) exp (—iwt)
(% +i%) vsgn () V]wl
N

= exp (i (\/%\/sgn (a))\/m + i\/%\/sgn (a))\/m )x) exp (—iwt)
= exp (z\/% Vsgn (a))\/Wx - \/%\/sgn ()V|w| x) exp (—iwt)

=expli x |exp (—iwt)

Hence

u(x, t;w) = exp (_—'Sgn\/(;‘_’)\/mx) exp (i—'sgng_)\/mx) exp (—iwt)

The general solution u (x, t) is therefore the integral over all w, hence

u(x,t) :f u(x, t;w) do

[ ew _Vsgn(@iel ) i—vsgnwmx] exp (iaot) deo
o Vov V2v

= foo exp _Mx exp llwx_wt]) dow
o Vov V2v

= foo exp _Mx exp X [M _wED dow
oo V2v V2v x

5.2.4.2 Part (b)

From part (a), we found that

u(x, t;w) =exp (—%mx) exp (i%mx) exp (—iwt) 1)

comparing the above to expression given in problem which is
u(x,t) = exp (—ox) exp (iosgn (w) x) exp (—iwt) (2)
Vsgn(w)Vlwl
2v

Therefore, by comparing exp (-ox) to exp (——x) we see that

\/_

_ Vsen@)viel
0= (3)

5.2.4.3 part (c)

Using the solution found in part (a)

u(x,t; w) = exp (—ox) exp (iosgn (w)x) exp (—iwt)
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To find numerical estimate, assuming @ > 0 for now
u(x, t;w) = exp(—ox) exp (iox) exp (—iwt)
= e % (cos ox + isin 0x) (cos wt — isin wt)
= ¢79% (cos ox cos wt — isin wt cos ox + i cos wt sin ox + sin ox sin wt)
= e79% (cos (0x) cos (wt) + sin (ox) sin (wt) + i (cos (wt) sin (ox) — sin (wt) cos (0x)))
= e %% (cos (tw — x0) — isin (tw — x0))
Hence will evaluate
Re (u (x, t; w)) = e7?* Re (cos (tw — x0) —isin (tw — x0))
= e 9% cos (tw — x0)
I assume here it is asking for numerical estimate. We only need to determine numerical

estimate for 0. For w, using the period T = 24 hrs or T = 86400 seconds, then w = 2?7'( is now
found. Then we need to determine v, which is thermal diffusivity for earth crust. There does
not seem to be an agreed on value for this and this value also changed with depth inside the
earth crust. The value I found that seem mentioned more is 1.2 x 107 meter? per second.
Hence

27
_ 86400
o= —8400
2(12x107)
= 5.505 per meter
Therefore
Re (u (x, t; w)) = e72>°%% cos (tw — 5.505x)
Using w = 862% =7.29 x 107° rad/sec. Now we can use the above to estimate fluctuation of

heat over 24 hrs period. But we need to fix x for each case. Here x = 0 means on the earth
surface and x say 10, means at depth 10 meters and so on as I understand that x is starts at
0 at surface or earth and increases as we go lower into the earth crust. Plotting at the above
for x = 0,0.5,1,1.5,2 I see that when x > 2 then maximum value of ¢=°%% cos (tw — 5.505x)
is almost zero. This seems to indicate a range of heat reach is about little more than
2 meters below the surface of earth.

This is a plot of the fluctuation in temperature at different x each in separate plot, then later
a plot is given that combines them all.
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Flucuation in temperature T at depth x =0
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This plot better show the difference per depth, as it combines all the plots into one.
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Flucuation in temperature T at different depth x
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