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1 Problem 1
MATH 5525: HOMEWORK ASSIGNMENT 4

Date (April 3, 2020)

Problem 1. Consider the planer system given in polar coordinates by

ṙ = r(1− r), θ̇ = 1.

Note that x = cos t, y = sin t is a periodic solution of the system (given in rectangular
coordinates), satisfying x = 1, y = 0 at time t = 0. This solution belongs to the orbit r = 1.

1. Find the Poincaré map of the periodic solution φ(t) := (cos t, sin t).

2. Determine the stability of φ.

Problem 2. The spread of infectious diseases such as measles, malaria or corona virus may
be modeled as nonlinear system of differential equations, the SIR model. We now study a
model that is more complicated than the basic SIR model (Problem 2, Assignment 3) where
we now allow for the recovered population to become reinfected again (SIRS model).

Again, we postulate three disjoint groups: S = S(t), the population of susceptible indi-
viduals, I = I(t), the infected population, and R = R(t) the recovered population.

We still assume that the total population is constant:

d

dt
(S + I +R) = 0, (1)

that is, S + I +R = τ > 0, for a given τ > 0.
The SIRS model is stated as

Ṡ =− βSI + µR, (2)

İ =βSI − νI, (3)

Ṙ =νI − µR, (4)

where ν, µ > 0 and β > 0 are parameters.

1. Use the restriction (1) to reduce the system to one with two equations and two unknown
fields.

2. Find the critical points in two different cases: (a) τ ≥ ν
β

and (b) τ ≤ ν
β
.

3. Calculate the eigenvalues associated to the critical points in each case, (a) and (b).

4. In case (a), give an interpretation of the biological significance of the stability properties
of the critical points.

From now on, we restrict ourselves to case (a).

1

Figure 1: Problem description

solution

1.1 Part 1

𝑟̇ = 𝑟 (1 − 𝑟)
𝜃̇ = 1

The Poincare section (line) is taken as the 𝜃 = 0 axis (this means the x-axis in the Phase
plane). The Poincare section can be any other line which is orthogonal to the orbits, but
this line is the easiest to use because 𝜃 = 0 on it.

Let 𝜙 (𝑟0) be the Poincare map. This means given an initial conditions point 𝑟 = 𝑟0 on the
Poincare section then 𝜙 (𝑟0) will return the location of the solution 𝑟 (𝑡) on this line after
the solution 𝑟 (𝑡) has run for one period 𝑇 of time. i.e. 𝑟 (𝑡 + 𝑇), where the period is 𝑇. The
following diagram helps illustrate this.
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limit cycle at r = 1

Poincare section

r0

φ(r0)

A specific solution curve

{r(t), θ(t)}

Figure 2: Showing Poincare section used

The first thing to determine when finding the Poincare map 𝜙 (𝑟0) is to solve the ODE. In
this case, only the 𝑟 (𝑡) ODE needs to be solved because there is no dependency on 𝜃 (𝑡) in
the 𝑟 (𝑡) ODE. The following solves the ODE 𝑟̇ = 𝑟 (1 − 𝑟).

𝑑𝑟
𝑑𝑡
= 𝑟 (1 − 𝑟)

𝑑𝑟
𝑟 (1 − 𝑟)

= 𝑑𝑡

�
1
𝑟
−

1
𝑟 − 1�

𝑑𝑟 = 𝑑𝑡

Integrating both sides gives

��
1
𝑟
−

1
𝑟 − 1�

𝑑𝑟 = �𝑑𝑡

ln |𝑟| − ln |𝑟 − 1| = 𝑡 + 𝐶1

ln � 𝑟
𝑟 − 1

� = 𝑡 + 𝐶1

𝑟
𝑟 − 1

= 𝐶2𝑒𝑡

At initial conditions, 𝑡 = 0, 𝑟 = 𝑟0 the above becomes

𝑟0
𝑟0 − 1

= 𝐶2
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Hence the solution is
𝑟

𝑟 − 1
=

𝑟0
𝑟0 − 1

𝑒𝑡

𝑟 = (𝑟 − 1) �
𝑟0

𝑟0 − 1
𝑒𝑡�

𝑟 = 𝑟 �
𝑟0

𝑟0 − 1
𝑒𝑡� − �

𝑟0
𝑟0 − 1

𝑒𝑡�

𝑟 − 𝑟 �
𝑟0

𝑟0 − 1
𝑒𝑡� = − �

𝑟0
𝑟0 − 1

𝑒𝑡�

𝑟 �1 −
𝑟0

𝑟0 − 1
𝑒𝑡� = − �

𝑟0
𝑟0 − 1

𝑒𝑡�

Simplifying gives

𝑟 (𝑡) =
− � 𝑟0

𝑟0−1
𝑒𝑡�

1 − 𝑟0
𝑟0−1

𝑒𝑡

=
−1

1
𝑟0

𝑟0−1
𝑒𝑡
− 1

=
−1

(𝑟0−1)𝑒−𝑡

𝑟0
− 1

=
−𝑟0

(𝑟0 − 1) 𝑒−𝑡 − 𝑟0
=

𝑟0
𝑟0 − (𝑟0 − 1) 𝑒−𝑡

At 𝑡 = 𝑇 the above solution becomes

𝑟 (𝑇) =
𝑟0

𝑟0 − (𝑟0 − 1) 𝑒−𝑇

Therefore the Poincare map is

𝜙 (𝑟0) =
𝑟0

𝑟0 − (𝑟0 − 1) 𝑒−𝑇

Taking the period as 2𝜋, then the above becomes

𝜙 (𝑟0) =
𝑟0

𝑟0 − (𝑟0 − 1) 𝑒−2𝜋
(1)

What the above function does, is that given a specific value of 𝑟0 on the Poincare section
(the x-axis), it returns where the solution location will be on this line after one period.

For an example, taking initial conditions 𝑟0 = 1.5, 𝜃 = 0 then (1) gives

𝜙 (1.5) =
1.5

1.5 − (1.5 − 1) 𝑒−2𝜋

= 1.00062
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This shows the solution 𝑟 (𝑡) after one period, has reached the Poincare section again at a
point which is closer to the limit cycle at 𝑟 = 1. Initially 𝑟 (0) = 1.5 and after 2𝜋 seconds,
𝑟 (2𝜋) = 1.00062.

1.2 Part 2

Let 𝜙 (𝑟𝑛) be Poincare map at iteration 𝑛.

𝜙 (𝑟0) =
𝑟0

𝑟0 − (𝑟0 − 1) 𝑒−2𝜋

𝜙 (𝑟1) =
� 𝑟0
𝑟0−(𝑟0−1)𝑒−2𝜋

�

� 𝑟0
𝑟0−(𝑟0−1)𝑒−2𝜋

� − �� 𝑟0
𝑟0−(𝑟0−1)𝑒−2𝜋

� − 1� 𝑒−2𝜋
=

𝑟0
𝑟0 + 𝑒−4𝜋 − 𝑟0𝑒−4𝜋

𝜙 (𝑟2) =
� 𝑟0
𝑟0+𝑒−4𝜋−𝑟0𝑒−4𝜋

�

� 𝑟0
𝑟0+𝑒−4𝜋−𝑟0𝑒−4𝜋

� − �� 𝑟0
𝑟0+𝑒−4𝜋−𝑟0𝑒−4𝜋

� − 1� 𝑒−2𝜋
=

𝑟0
𝑟0 + 𝑒−6𝜋 − 𝑟0𝑒−6𝜋

𝜙 (𝑟3) =
𝑟0

𝑟0+𝑒−6𝜋−𝑟0𝑒−6𝜋

� 𝑟0
𝑟0+𝑒−6𝜋−𝑟0𝑒−6𝜋

� − �� 𝑟0
𝑟0+𝑒−6𝜋−𝑟0𝑒−6𝜋

� − 1� 𝑒−2𝜋
=

𝑟0
𝑟0 + 𝑒−8𝜋 − 𝑟0𝑒−8𝜋

⋮

𝜙 (𝑟𝑛) =
𝑟0

𝑟0 + 𝑒−(2+2𝑛)𝜋 − 𝑟0𝑒−(2+2𝑛)𝜋

As 𝑛 → ∞ the above gives

lim
𝑛→∞

𝜙 (𝑟𝑛) →
𝑟0
𝑟0
= 1

Therefore 𝜙 (𝑟0) is stable. The limit cycle at 𝑟 = 1 is stable because any solution that starts
always from 𝑟 = 1 will eventually reach 𝑟 = 1. The following also is a plot of 𝜙 (𝑟0)

5 10 15 20
r

1.0005

1.0010

1.0015

Phi(r)

Figure 3: Plot of Poincare map function
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2 Problem 2

MATH 5525: HOMEWORK ASSIGNMENT 4

Date (April 3, 2020)

Problem 1. Consider the planer system given in polar coordinates by

ṙ = r(1− r), θ̇ = 1.

Note that x = cos t, y = sin t is a periodic solution of the system (given in rectangular
coordinates), satisfying x = 1, y = 0 at time t = 0. This solution belongs to the orbit r = 1.

1. Find the Poincaré map of the periodic solution φ(t) := (cos t, sin t).

2. Determine the stability of φ.

Problem 2. The spread of infectious diseases such as measles, malaria or corona virus may
be modeled as nonlinear system of differential equations, the SIR model. We now study a
model that is more complicated than the basic SIR model (Problem 2, Assignment 3) where
we now allow for the recovered population to become reinfected again (SIRS model).

Again, we postulate three disjoint groups: S = S(t), the population of susceptible indi-
viduals, I = I(t), the infected population, and R = R(t) the recovered population.

We still assume that the total population is constant:

d

dt
(S + I +R) = 0, (1)

that is, S + I +R = τ > 0, for a given τ > 0.
The SIRS model is stated as

Ṡ =− βSI + µR, (2)

İ =βSI − νI, (3)

Ṙ =νI − µR, (4)

where ν, µ > 0 and β > 0 are parameters.

1. Use the restriction (1) to reduce the system to one with two equations and two unknown
fields.

2. Find the critical points in two different cases: (a) τ ≥ ν
β

and (b) τ ≤ ν
β
.

3. Calculate the eigenvalues associated to the critical points in each case, (a) and (b).

4. In case (a), give an interpretation of the biological significance of the stability properties
of the critical points.

From now on, we restrict ourselves to case (a).

1

5. Note that the SIRS system is only of interest in the region

∆ := {(I, S) : I, S ≥ 0, andS + I ≤ τ}.

Why?

Determine whether the I axis is invariant. What about the S-axis? What is the behavior
of the solutions restricted to the S-axis.

6. Show that the region ∆ is positively invariant.

Problem 3. For each of the following systems, identify all points that lie in either an
ω−limit or an α-limit set:

• r′ = r − r3, θ′ = 1.

• r′ = r3 − 3r2 + 2r, θ′ = 1.

Note: The assignment is due by midnight of Monday, April 13.

2

Figure 4: Problem description
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solution

The SIRS model is

𝑆̇ = −𝛽𝑆𝐼 + 𝜇𝑅 (1)
̇𝐼 = 𝛽𝑆𝐼 − 𝜐𝐼

𝑅̇ = 𝜐𝐼 − 𝜇𝑅

Where 𝑆 = 𝑆(𝑡) is the population of susceptible individuals, 𝐼 = 𝐼(𝑡), the infected population,
and 𝑅 = 𝑅(𝑡) the recovered population. This diagram shows the model where now some
of the recovered population can become susceptible again and later become infected. The
parameter 𝜇 indicates how much of the recovered population could become susceptible
again.

The units of 𝑆, 𝑅, 𝐼 are population measured in person. These values can not be negative
since they are population amount. The units of 𝜇 is 1

time
where time can be day or week or

any other unit of time. The units of 𝜐 is also 1
time

. The units of 𝛽 is 1
(time)�person�

S(t)
β

susceptible
population

I(t)

infected
population

R(t)

recovered
population

νrate of
infection rate of

recovery

µ

Figure 5: SIRS model

2.1 Part 1

Since 𝑑
𝑑𝑡
(𝑆 + 𝐼 + 𝑅) = 0 then 𝑆+𝐼+𝑅 = 𝜏, where 𝜏 is constant (the total size of the population).

Therefore 𝑅 = 𝜏 − 𝐼 − 𝑆. This implies that, since 𝜏 is known, then finding 𝐼 and 𝑆 allows
finding 𝑅 automatically from this algebraic equation. Replacing 𝑅 by 𝜏− 𝐼 −𝑆 in the first and
the second equations in (1) eliminates 𝑅 and gives (the restricted system) as

𝑆̇ = −𝛽𝑆𝐼 + 𝜇 (𝜏 − 𝐼 − 𝑆) (2)
̇𝐼 = 𝛽𝑆𝐼 − 𝜐𝐼

This is the new system of equations. The third ODE is not needed. Once 𝑆 (𝑡) , 𝐼 (𝑡) are solved
for, then 𝑅 (𝑡) is found from 𝑅 = 𝜏 − 𝐼 − 𝑆 without the need to solve a third ODE.
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2.2 Part 2

From (2), the critical points are solutions to restricted system

−𝛽𝑆𝐼 + 𝜇 (𝜏 − 𝐼 − 𝑆) = 0 (2)

𝛽𝑆𝐼 − 𝜐𝐼 = 0 (4)

From (4) 𝐼 �𝛽𝑆 − 𝜐� = 0. This gives solutions 𝐼 = 0, 𝑆 = 𝜐
𝛽 . When 𝐼 = 0 then (2) gives

𝜇 (𝜏 − 𝑆) = 0 or 𝑆 = 𝜏 since 𝜇 is not zero. The first critical point is therefore {𝐼 = 0, 𝑆 = 𝜏}.

Now, when 𝑆 = 𝜐
𝛽 Eq. (2) gives −𝛽𝜐𝛽 𝐼 + 𝜇 �𝜏 − 𝐼 −

𝜐
𝛽
� = 0 or −𝛽𝜐𝛽 𝐼 + 𝜇𝜏 − 𝜇𝐼 − 𝜇

𝜐
𝛽 = 0, hence

𝐼 �−𝛽
𝜐
𝛽
− 𝜇� = −𝜇𝜏 + 𝜇

𝜐
𝛽

𝐼 = −
𝜇 �𝜐𝛽 − 𝜏�

𝛽𝜐𝛽 + 𝜇

=
𝜇 �𝜏 − 𝜐

𝛽
�

𝛽𝜐𝛽 + 𝜇

Therefore the second critical point is

⎧⎪⎪⎨
⎪⎪⎩
𝐼 =

𝜇�𝜏− 𝜐
𝛽 �

𝛽 𝜐𝛽+𝜇
, 𝑆 = 𝜐

𝛽

⎫⎪⎪⎬
⎪⎪⎭
or �𝐼 =

𝜏𝜇𝛽−𝜐𝜇
𝛽�𝜐+𝜇�

, 𝑆 = 𝜐
𝛽�. These critical

points are for the reduced system.

For each one of these critical points found above, the critical value for 𝑅 can now be found
from the relation 𝑅 = 𝜏 − 𝐼 − 𝑆. For the first critical point {𝐼 = 0, 𝑆 = 𝜏} then 𝑅 = 𝜏 − 0 − 𝜏 = 0.
Therefore this critical point becomes {𝐼 = 0, 𝑆 = 𝜏, 𝑅 = 0}.

For the second critical point found above then

𝑅 = 𝜏 − 𝐼 − 𝑆

= 𝜏 −
𝜏𝜇𝛽 − 𝜐𝜇
𝛽 �𝜐 + 𝜇�

−
𝜐
𝛽

= 𝜐
𝛽𝜏 − 𝜐
𝛽 �𝜇 + 𝜐�

Hence this critical point becomes �𝐼 =
𝜏𝜇𝛽−𝜐𝜇
𝛽�𝜐+𝜇�

, 𝑆 = 𝜐
𝛽 , 𝑅 = 𝜐

𝛽𝜏−𝜐
𝛽�𝜇+𝜐��. Therefore the two critical points

for the full system are

{𝐼 = 0, 𝑆 = 𝜏, 𝑅 = 0}
⎧⎪⎪⎨
⎪⎪⎩
𝐼 =

𝜏𝜇𝛽 − 𝜐𝜇
𝛽 �𝜐 + 𝜇�

, 𝑆 =
𝜐
𝛽
, 𝑅 = 𝜐

𝛽𝜏 − 𝜐
𝛽 �𝜇 + 𝜐�

⎫⎪⎪⎬
⎪⎪⎭
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case (a) Under the case that 𝜏 > 𝜐
𝛽 then the second critical point above becomes

𝐼 =
𝜏𝜇𝛽

𝛽 �𝜐 + 𝜇�
−

𝜐𝜇
𝛽 �𝜐 + 𝜇�

, 𝑆 =
𝜐
𝛽
, 𝑅 = 𝜐

⎛
⎜⎜⎜⎜⎝

𝜏
�𝜇 + 𝜐�

−
𝜐

𝛽 �𝜇 + 𝜐�

⎞
⎟⎟⎟⎟⎠

Replacing 𝜏 by 𝜐
𝛽 + 𝛿 where 𝛿 > 0 then the above becomes

𝐼 =
𝜐
𝛽

𝜇
�𝜐 + 𝜇�

+ 𝛿
𝜇

�𝜐 + 𝜇�
−

𝜐𝜇
𝛽 �𝜐 + 𝜇�

, 𝑆 =
𝜐
𝛽
, 𝑅 = 𝜐

⎛
⎜⎜⎜⎜⎝
𝜐
𝛽

1
�𝜇 + 𝜐�

+
𝛿

𝜇 + 𝜐
−

𝜐
𝛽 �𝜇 + 𝜐�

⎞
⎟⎟⎟⎟⎠

𝐼 = 𝛿
𝜇

�𝜐 + 𝜇�
, 𝑆 =

𝜐
𝛽
, 𝑅 =

𝜐𝛿
𝜇 + 𝜐

Since all 𝜇, 𝜐, 𝛽, 𝛿 > 0 then the above is a valid critical point. Hence under this case the
critical points are

{𝐼 = 0, 𝑆 = 𝜏, 𝑅 = 0}
⎧⎪⎪⎨
⎪⎪⎩
𝐼 = 𝛿

𝜇
�𝜐 + 𝜇�

, 𝑆 =
𝜐
𝛽
, 𝑅 =

𝜐𝛿
𝜇 + 𝜐

⎫⎪⎪⎬
⎪⎪⎭

Where 𝜏 = 𝜐
𝛽 + 𝛿 where 𝛿 > 0 .

case (b) Under the case that 𝜏 < 𝜐
𝛽 the second critical point above becomes

𝐼 =
𝜏𝜇𝛽

𝛽 �𝜐 + 𝜇�
−

𝜐𝜇
𝛽 �𝜐 + 𝜇�

, 𝑆 =
𝜐
𝛽
, 𝑅 = 𝜐

⎛
⎜⎜⎜⎜⎝

𝜏
�𝜇 + 𝜐�

−
𝜐

𝛽 �𝜇 + 𝜐�

⎞
⎟⎟⎟⎟⎠

Replacing 𝜏 by 𝜐
𝛽 − 𝛿 where 𝛿 > 0 the above becomes

𝐼 =
𝜐
𝛽

𝜇
�𝜐 + 𝜇�

− 𝛿
𝜇

�𝜐 + 𝜇�
−

𝜐𝜇
𝛽 �𝜐 + 𝜇�

, 𝑆 =
𝜐
𝛽
, 𝑅 = 𝜐

⎛
⎜⎜⎜⎜⎝
𝜐
𝛽

1
�𝜇 + 𝜐�

−
𝛿

𝜇 + 𝜐
−

𝜐
𝛽 �𝜇 + 𝜐�

⎞
⎟⎟⎟⎟⎠

𝐼 = −𝛿
𝜇

�𝜐 + 𝜇�
, 𝑆 =

𝜐
𝛽
, 𝑅 = −

𝜐𝛿
𝜇 + 𝜐

Since all 𝜇, 𝜐, 𝛽, 𝛿 > 0 then the above is a not a valid critical point, because it says 𝐼, 𝑅 are
negative and this is not possible, as these are population size. Hence under this case the
critical point is only

{𝐼 = 0, 𝑆 = 𝜏, 𝑅 = 0}

case 𝜏 = 𝜐
𝛽

Under this case then the second critical point above becomes

𝐼 =
𝜏𝜇𝛽

𝛽 �𝜐 + 𝜇�
−

𝜐𝜇
𝛽 �𝜐 + 𝜇�

, 𝑆 =
𝜐
𝛽
, 𝑅 = 𝜐

⎛
⎜⎜⎜⎜⎝

𝜏
�𝜇 + 𝜐�

−
𝜐

𝛽 �𝜇 + 𝜐�

⎞
⎟⎟⎟⎟⎠
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Replacing 𝜏 by 𝜐
𝛽 then the above becomes

𝐼 =
𝜐
𝛽

𝜇
�𝜐 + 𝜇�

−
𝜐𝜇

𝛽 �𝜐 + 𝜇�
, 𝑆 =

𝜐
𝛽
, 𝑅 = 𝜐

⎛
⎜⎜⎜⎜⎝
𝜐
𝛽

1
�𝜇 + 𝜐�

−
𝜐

𝛽 �𝜇 + 𝜐�

⎞
⎟⎟⎟⎟⎠

𝐼 = 0, 𝑆 =
𝜐
𝛽
, 𝑅 = 0

But this is the same as the first critical point. Hence only one critical point exist under this
condition. This is summary of result.

case critical points

case (a) 𝜏 ≥ 𝜐
𝛽 {𝐼 = 0, 𝑆 = 𝜏, 𝑅 = 0} , �𝐼 = 𝜇

𝜐+𝜇𝛿, 𝑆 =
𝜐
𝛽 , 𝑅 =

𝜐
𝜇+𝜐𝛿� where 𝛿 = 𝜏 −

𝜐
𝛽

case (b) 𝜏 ≤ 𝜐
𝛽 {𝐼 = 0, 𝑆 = 𝜏, 𝑅 = 0}

2.3 Part 3

The full system (1) is (I assumed we need to find eigenvalues for full system. The question
was not clear on this).

𝑆̇ = −𝛽𝑆𝐼 + 𝜇𝑅 (1)
̇𝐼 = 𝛽𝑆𝐼 − 𝜐𝐼

𝑅̇ = 𝜐𝐼 − 𝜇𝑅

The Jacobian matrix is

𝐽 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝜕𝑆̇
𝜕𝑆

𝜕𝑆̇
𝜕𝐼

𝜕𝑆̇
𝜕𝑅

𝜕 ̇𝐼
𝜕𝑆

𝜕 ̇𝐼
𝜕𝐼

𝜕 ̇𝐼
𝜕𝑅

𝜕𝑅̇
𝜕𝑆

𝜕𝑅̇
𝜕𝐼

𝜕𝑅̇
𝜕𝑅

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

−𝛽𝐼 −𝛽𝑆 𝜇
𝛽𝐼 𝛽𝑆 − 𝜐 0
0 𝜐 −𝜇

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

Case a At the first critical point {𝐼 = 0, 𝑆 = 𝜏, 𝑅 = 0} the above becomes

𝐴 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 −𝛽𝜏 𝜇
0 𝛽𝜏 − 𝜐 0
0 𝜐 −𝜇

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

The eigenvalues are from |𝐴 − 𝜆𝐼| = 0 or

�

�

−𝜆 −𝛽𝜏 𝜇
0 𝛽𝜏 − 𝜐 − 𝜆 0
0 𝜐 −𝜇 − 𝜆

�

�
= 0

−𝜆 �
𝛽𝜏 − 𝜐 − 𝜆 0

𝜐 −𝜇 − 𝜆
� + 𝛽𝜏 �

0 0
0 −𝜇 − 𝜆

� + 𝜇 �
0 𝛽𝜏 − 𝜐 − 𝜆
0 𝜐

� = 0

−𝜆 �𝛽𝜏 − 𝜐 − 𝜆� �−𝜇 − 𝜆� = 0

−𝜆 �𝜆 + 𝜇� �𝜆 + 𝜐 − 𝛽𝜏� = 0
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Hence 𝜆 = 0, 𝜆 = −𝜇, 𝜆 = 𝛽𝜏 − 𝜐 are the eigenvalues.

At the second critical point �𝐼 = 𝜇
𝜐+𝜇𝛿, 𝑆 =

𝜐
𝛽 , 𝑅 =

𝜐
𝜇+𝜐𝛿� the Jacobian matrix becomes

𝐴 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

−𝛽𝐼 −𝛽𝑆 𝜇
𝛽𝐼 𝛽𝑆 − 𝜐 0
0 𝜐 −𝜇

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−𝛽 𝜇
𝜐+𝜇𝛿 −𝛽𝜐𝛽 𝜇

𝛽 𝜇
𝜐+𝜇𝛿 𝛽𝜐𝛽 − 𝜐 0

0 𝜐 −𝜇

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−𝛽 𝜇
𝜐+𝜇𝛿 −𝜐 𝜇

𝛽 𝜇
𝜐+𝜇𝛿 0 0

0 𝜐 −𝜇

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

The eigenvalues are from |𝐴 − 𝜆𝐼| = 0 or

�
�
�

−𝛽 𝜇
𝜐+𝜇𝛿 − 𝜆 −𝜐 𝜇

𝛽 𝜇
𝜐+𝜇𝛿 −𝜆 0

0 𝜐 −𝜇 − 𝜆

�
�
�
= 0

�−𝛽
𝜇

𝜐 + 𝜇
𝛿 − 𝜆� �

−𝜆 0
𝜐 −𝜇 − 𝜆

� + 𝜐
�
�

𝜏𝜇𝛽−𝜐𝜇
�𝜐+𝜇�

0

0 −𝜇 − 𝜆

�
�
+ 𝜇 �

𝛽 𝜇
𝜐+𝜇𝛿 −𝜆

0 𝜐
� = 0

�−𝛽
𝜇

𝜐 + 𝜇
𝛿 − 𝜆� (−𝜆) �−𝜇 − 𝜆� + 𝜐

⎛
⎜⎜⎜⎜⎝
𝜏𝜇𝛽 − 𝜐𝜇
�𝜐 + 𝜇�

⎞
⎟⎟⎟⎟⎠ �−𝜇 − 𝜆� + 𝜇𝜐 �𝛽

𝜇
𝜐 + 𝜇

𝛿� = 0

𝜆3 + 𝜆2 �𝛽
𝜇

𝜐 + 𝜇
𝛿 + 𝜇� + 𝜆 �𝛽

𝜇𝜐
𝜐 + 𝜇

𝛿 + 𝛽
𝜇2

𝜐 + 𝜇
𝛿� = 0

𝜆 �𝜆2 + 𝜆 �𝛽
𝜇

𝜐 + 𝜇
𝛿 + 𝜇� + �𝛽

𝜇𝜐
𝜐 + 𝜇

𝛿 + 𝛽
𝜇2

𝜐 + 𝜇
𝛿�� = 0

Hence one eigenvalue is 𝜆1 = 0 and the other two are the solution to

𝜆2 + 𝜆 �𝛽𝛿
𝜇

𝜐 + 𝜇
+ 𝜇� +

𝛽𝛿𝜇
𝜐 + 𝜇

�𝜇 + 𝜐� = 0

Which is quadratic. Using 𝜆 = −𝑏
2𝑎 ±

1
2𝑎√𝑏

2 − 4𝑎𝑐 then the second and third eigenvalues are

𝜆2,3 = −
𝛽𝛿 𝜇

𝜐+𝜇 + 𝜇

2
±
1
2�

�𝛽𝛿
𝜇

𝜐 + 𝜇
+ 𝜇�

2

− 4 �
𝛽𝛿𝜇
𝜐 + 𝜇

�𝜇 + 𝜐��
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Case b Only one critical point {𝐼 = 0, 𝑆 = 𝜏, 𝑅 = 0}. This was found above as 𝜆 = 0, 𝜆 =
−𝜇, 𝜆 = 𝛽𝜏 − 𝜐.

Summary of result

In the following, for case a, 𝜏 − 𝜐
𝛽 = 𝛿 where 𝛿 > 0

case result

case (a) 𝜏 ≥ 𝜐
𝛽

Critical point Eigenvalues

{𝐼 = 0, 𝑆 = 𝜏, 𝑅 = 0} 𝜆1 = 0, 𝜆2 = −𝜇, 𝜆2 = 𝛽𝜏 − 𝜐

𝐼 = 𝜇
𝜐+𝜇𝛿, 𝑆 =

𝜐
𝛽 , 𝑅 =

𝜐
𝜇+𝜐𝛿 𝜆1 = 0, 𝜆2,3 = −

𝛽𝛿 𝜇
𝜐+𝜇+𝜇

2 ± 1
2�

�𝛽𝛿 𝜇
𝜐+𝜇 + 𝜇�

2
− 4 � 𝛽𝛿𝜇𝜐+𝜇

�𝜇 + 𝜐��

case (b) 𝜏 ≤ 𝜐
𝛽

Critical point Eigenvalues

{𝐼 = 0, 𝑆 = 𝜏, 𝑅 = 0} 𝜆1 = 0, 𝜆2 = −𝜇, 𝜆2 = 𝛽𝜏 − 𝜐

2.4 Part 4

For case (a), the critical points are found to be {𝐼 = 0, 𝑆 = 𝜏, 𝑅 = 0} and �𝐼 = 𝜇
𝜐+𝜇𝛿, 𝑆 =

𝜐
𝛽 , 𝑅 =

𝜐
𝜇+𝜐𝛿�

where 𝜏 − 𝜐
𝛽 = 𝛿 and 𝛿 > 0.

For the first critical point, it says that there are no infected population and no recovered pop-
ulation. Hence we expect this to be stable, since no infection will occur, and the population
𝜏 is all of type 𝑆 (𝑡) and will remain so for all time.

For the second critical point �𝐼 = 𝜇
𝜐+𝜇𝛿, 𝑆 =

𝜐
𝛽 , 𝑅 =

𝜐
𝜐+𝜇𝛿�, it implies that amount of people

who become infected each day is o�set by the amount of people who are recovered but
become again susceptible. And the amount of people who recover each day is o�set by the
same amount of people who were recovered but become susceptible. This keeps the size
of infected people each day the same not changing, as well as the size of susceptible and
recovered population the same. This will only happen when 𝜏 ≥ 𝜐

𝛽 . A simulation is made

to show this. This below shows, using 𝜏 = 1000, the second critical point when 𝜐
𝛽 = 707,

showing the current size of 𝑆 (𝑡) , 𝐼 (𝑡) , 𝑅 (𝑡) which as be seen, remain the same for all time.
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Out[ ]=

Transmission rate (beta) 0.0005

Recovery rate (v) 0.275

Recovery ro Susceptible rate (mu) 0.05

I(0) 69.2308

S(0) 550.

R(0) 380.769

First critical point second critical point

Transmission rate (beta) 0.0005
Recovery rate (v) 0.275

reinfection rate (mu) 0.050
v/beta 550.000

case (a), population>= v/beta

10 20 30 40 50 60
Time (days)

100

200

300

400

500

Population size

susceptible

Infected

Recovered

Figure 6: Second critial point example

This shows what happens when the infection rate 𝛽 is relatively high at 𝛽 = 0.0013
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Out[ ]=

Transmission rate (beta) 0.0013

Recovery rate (v) 0.062

Recovery to Susceptible rate (mu) 0.041

I(0) 69

S(0) 561

R(0) 0

First critical point second critical point

Transmission rate (beta) 0.0013
Recovery rate (v) 0.062

reinfection rate (mu) 0.041
v/beta 47.700

case (a), population>= v/beta

10 20 30 40 50 60
Time (days)

100

200

300

400

500

Population size

susceptible

Infected

Recovered

Figure 7: Example for large 𝛽

This shows what happens when the infection rate 𝛽 has been decreased down to 𝛽 = 0.0003.
Notice the flattening of the red curve (infected population).
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Out[ ]=

Transmission rate (beta) 0.0003

Recovery rate (v) 0.062

Recovery to Susceptible rate (mu) 0.041

I(0) 69

S(0) 561

R(0) 0

First critical point second critical point

Transmission rate (beta) 0.0003
Recovery rate (v) 0.062

reinfection rate (mu) 0.041
v/beta 207.000

case (a), population>= v/beta

10 20 30 40 50 60
Time (days)

100

200

300

400

Population size

susceptible

Infected

Recovered

Figure 8: Example for small 𝛽

2.5 Part 5

Considering now only the restricted system found in part 1, which is

𝑆̇ = −𝛽𝑆𝐼 + 𝜇 (𝜏 − 𝐼 − 𝑆)
̇𝐼 = 𝛽𝑆𝐼 − 𝜐𝐼

The condition 𝑆 + 𝐼 ≤ 𝜏 is always true since total size of population is fixed 𝜏 = 𝑆 + 𝐼 + 𝑅.

For condition 𝐼, 𝑆 ≥ 0, it means that there are some infected population and some susceptible
population present. This is of interest, since it implies dynamics of infection is still in place
and taking e�ect.

Going back now to the full model

𝑆̇ = −𝛽𝑆𝐼 + 𝜇𝑅
̇𝐼 = 𝛽𝑆𝐼 − 𝜐𝐼

𝑅̇ = 𝜐𝐼 − 𝜇𝑅
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Considering the line 𝐼 (𝑡). To check if it is invariant of not. Then assuming initial conditions
starts on this line only, which means 𝑆 (0) = 0, 𝑅 (0) = 0, 𝐼 (0) = 𝜏. When this is the case,
then we see that from third equation that 𝑅 (𝑡) will change with time, since it depends
on 𝐼 (𝑡) which is not zero. This in turn causes 𝑆 (𝑡) to change from zero. Therefore the
line 𝐼 (𝑡) is not invariant. In other words, if 𝐼 (0) = 𝜏, then solution will not remain on this
line for all time and eventually both 𝑅 (𝑡) and 𝑆 (𝑡) will be non-zero.

To verify this, I run the simulation program with 𝐼 (0) = 𝜏 = 1000 and it shows that solution
will not remain on axis 𝐼 (𝑡). This is because some infected population will recover, and some
of those who recovered will become susceptible again.

Out[ ]=

Transmission rate (beta) 0.0005

Recovery rate (v) 0.05

Recovery to Susceptible rate (mu) 0.05

I(0) 1000

S(0) 0

First critical point second critical point Add S+I curve Remove S+I curve

Transmission rate (beta) 0.0005
Recovery rate (v) 0.050

reinfection rate (mu) 0.050
v/beta 100.000

case (a), population>= v/beta

10 20 30 40 50 60
Time (days)

200

400

600

800

1000

Population size

susceptible

Infected

Recovered

Figure 9: Showing that 𝐼(𝑡) line is not invariant

Now let us consider the 𝑆 (𝑡) axis. This means 𝑆 (0) = 𝜏 and now we check if the solution
remains on 𝑆 (𝑡) axis or not. In this case we would expect 𝑆 axis to be invariant, since there
are no infected population. This means 𝐼 (0) = 0, 𝑅 (0) = 0. From (1) this shows that 𝑅̇ (0) = 0,
hence 𝑅 (𝑡) is constant and remain zero for all time. And since 𝐼 (0) = 0 then second equation
in (1) also shows that ̇𝐼 (0) = 0, hence 𝐼 (𝑡) is constant and remain zero for all time. This
means first equation of (1) gives 𝑆̇ (𝑡) = 0 and 𝑆 (𝑡) is constant for all time which is 𝜏. So the
solution remains on the 𝑆 axis. Hence 𝑆 axis is invariant.
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2.6 Part 6

Considering now only the restricted system found in part 1, which is

𝑆̇ = −𝛽𝑆𝐼 + 𝜇 (𝜏 − 𝐼 − 𝑆)
̇𝐼 = 𝛽𝑆𝐼 − 𝜐𝐼

Starting in region Δ, the solution will remain in Δ, because total population is fixed and
there is no death. Hence starting with any combination of initial conditions 𝑆 (0) , 𝐼 (0) the
solution will always be in this region. Hence positive invariant.
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3 Problem 3

5. Note that the SIRS system is only of interest in the region

∆ := {(I, S) : I, S ≥ 0, andS + I ≤ τ}.

Why?

Determine whether the I axis is invariant. What about the S-axis? What is the behavior
of the solutions restricted to the S-axis.

6. Show that the region ∆ is positively invariant.

Problem 3. For each of the following systems, identify all points that lie in either an
ω−limit or an α-limit set:

• r′ = r − r3, θ′ = 1.

• r′ = r3 − 3r2 + 2r, θ′ = 1.

Note: The assignment is due by midnight of Monday, April 13.

2

Figure 10: Problem description

solution

𝜔 limit set, is the set of all points that are the limit of all positive orbits 𝛾+ (𝑥). In other
words, given a specific orbit 𝛾+ (𝑥) that starts at some initial conditions point 𝑥0 and if as
𝑡 → ∞ this orbit terminates at point 𝑝 then 𝑝 is in the 𝜔 limit set of such orbit.

Similarly, the 𝛼 limit set, is the set of all points that are the limit of the negative orbits 𝛾− (𝑥).
These are orbits where as 𝑡 → −∞ the orbit would have originated from the point 𝑝. Then 𝑝
is in the 𝛼 limit set of such orbit.

To find the 𝜔 limit set, we need to find the points where solutions terminate at them eventually
(attractive or saddle points) and the 𝛼 limit set are points that solutions do not terminate
at them, but move away from them (negative attractions).

3.1 Part a

𝑟′ = 𝑟 �1 − 𝑟2�

𝜃′ = 1

The critical points are 𝑟 = 0, 𝑟 = −1, 𝑟 = 1. But since this is polar coordinates and 𝑟 is the
radius, then 𝑟 can not be negative, Hence only 𝑟 = 0, 𝑟 = 1 are the critical points (with 𝜃 any
value). This implies that all points on circle of radius 1 and the point 𝑟 = 0. To determine 𝜔
limit set and 𝛼 limit set we have to check the eigenvalues. The Jacobian matrix is

𝐽 =

⎛
⎜⎜⎜⎜⎜⎝

𝜕𝑟′

𝜕𝑟
𝜕𝑟′

𝜕𝜃
𝜕𝜃′

𝜕𝑟
𝜕𝜃′

𝜕𝜃

⎞
⎟⎟⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎝
1 − 3𝑟2 0
0 0

⎞
⎟⎟⎟⎟⎠

At 𝑟 = 0

|𝐽 − 𝜆𝐼| = �
1 − 𝜆 0
0 −𝜆

� = 0

Therefore (1 − 𝜆) (−𝜆) = 0 or 𝜆 = 0, 𝜆 = 1. Hence the point 𝑟 = 0 is unstable. Therefore the
𝛼 limit set is the origin {𝑟 = 0, 𝜃} for all orbits that start with initial conditions 𝑟 (0) < 1. There
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is no 𝛼 limit set for orbits that start outside 𝑟 > 1 since there is no critical point outside the
limit cycle.

At 𝑟 = 1 the determinant becomes

|𝐽 − 𝜆𝐼| = �
(1 − 3) − 𝜆 0

0 −𝜆
� = 0

Therefore (−2 − 𝜆) (−𝜆) = 0. Hence 𝜆 = 0, 𝜆 = −2. Hence 𝑟 = 1 is stable. What this means is
that 𝜔 limit set is all points on the unit circle corresponding to all orbits that start anywhere,
including on the limit circle itself, (except orbits that have initial conditions 𝑟 = 0). The
following diagram illustrates this result

r = 1

limit cycle

all points on circle r = 1 are the ω
limit set of all orbits γ+(r0, θ0) that
start outside the circle, on the
circle, and inside the circle as well,
except those that start at exactly
r = 0

r = 0 is the α limit set of all orbits
γ−(r0, θ0) which start inside the
circle r = 1. There is no α limit set
of orbits that start with r > 1

{r0, θ0}

Figure 11: Limit sets for part a

3.2 Part b

𝑟′ = 𝑟 �𝑟2 − 3𝑟 + 2�

𝜃′ = 1

The critical points are 𝑟 = 0, all points on circle of radius 𝑟 = 2 and all points on circle of
radius 𝑟 = 1.

To determine 𝜔 limit set and 𝛼 limit set we have to check the eigenvalues at each set of
critial points fround above. The Jacobian matrix is

𝐽 =

⎛
⎜⎜⎜⎜⎜⎝

𝜕𝑟′

𝜕𝑟
𝜕𝑟′

𝜕𝜃
𝜕𝜃′

𝜕𝑟
𝜕𝜃′

𝜕𝜃

⎞
⎟⎟⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎝
3𝑟2 − 6𝑟 + 2 0

0 0

⎞
⎟⎟⎟⎟⎠
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At 𝑟 = 0

|𝐽 − 𝜆𝐼| = �
2 − 𝜆 0
0 −𝜆

� = 0

Therefore (2 − 𝜆) (−𝜆) = 0 or 𝜆 = 0, 𝜆 = 2. Hence the point 𝑟 = 0 is unstable.

At 𝑟 = 1

|𝐽 − 𝜆𝐼| = �
(3 − 6 + 2) − 𝜆 0

0 −𝜆
�

= �
−1 − 𝜆 0
0 −𝜆

� = 0

Therefore (−1 − 𝜆) (−𝜆) = 0. Hence 𝜆 = 0, 𝜆 = −1. Hence all points on circle 𝑟 = 1 are stable
critical points.

At 𝑟 = 2,

|𝐽 − 𝜆𝐼| = �
(12 − 12 + 2) − 𝜆 0

0 −𝜆
�

= �
2 − 𝜆 0
0 −𝜆

� = 0

Therefore (2 − 𝜆) (−𝜆) = 0. Hence 𝜆 = 0, 𝜆 = 2. Hence 𝑟 = 2 is not stable. The following
diagram illustrates the result of what was found above showing the 𝜔 limit set and the 𝛼
limit sets found.
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r = 1

limit cycle

all points on circle r = 1 are the ω
limit set of all orbits γ+(r0, θ0) that
start with 1 ≤ r < 2 and inside the
circle as well 0 < r ≤ 1, except
those that start at exactly r = 0

r = 0 is the α limit set of all orbits
γ−(r0, θ0) which start inside the
circle r = 1.

{r0, θ0}

all points on circle r = 2 are the α
limit set of all orbits γ−(r0, θ0) that
start with r > 2 and with 1 < r < 2

limit cycle

Figure 12: Limit sets for part b
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