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1.1 Links

1. class web page (needs login) https://canvas.umn.edu/courses/158230

2. Media page (needs login) https://www.unite.umn.edu/secure/Spring20/EE3015/

1.2 Text book

2

https://canvas.umn.edu/courses/158230
https://www.unite.umn.edu/secure/Spring20/EE3015/


1.3. syllabus CHAPTER 1. INTRODUCTION

1.3 syllabus

EE3015: Signals & Systems, Spring 2020 
 

Course Description 
Basic techniques for analysis/design of signal processing, communications, and control 

systems. Time/frequency models, Fourier-domain representations, modulation. Discrete-

time/digital signal/system analysis. Z transform. State models, stability, feedback. 

Prereq: [EE 2011, CSE Upper Division] or dept consent 

 

Instructor 
A. B (Bob) Mahmoodi 

Office:  Keller Hall 2-115 

Phone:  612-625-3027    

Email:   mahmo006@umn.edu   

Office Hours: M W F   9:00-10:00 am  

 

Lecture 
M W F  10:10 – 11: 05 am  Keller Hall 3-125 
 

Discussion Sections  
Wednesdays Sec. 002: A. B. Mahmoodi 12:20 – 1:10 pm Vincent Hall 213 

Wednesdays Sec. 003: A. B. Mahmoodi 1:25 – 2:15 pm Akerman Hall 215  

All discussion sections will start on January 29
th

.  

 

Teaching Assistants 
Omer Burak Demirel 

Email:  demir035@umn.edu 

Office Hours: Thursday Friday 9:00-10am (Keller Hall 2-276) 

 

Jack Erhardt 

Email:  erhar057@umn.edu 

Office Hours: M Tues   12:00-1:00pm (Keller Hall 2-276) 

 

Text Book  
Signals & Systems 2

nd
 ed. Oppenheim & Willsky & Nawab 

 

Computer Software  
MATLAB Student version, latest version (this software is available to all CSE students)  

 

Topics covered 
  

Chapter 1 (1/22, 1/24) 
Introduction (Sections 1.1-1.7); Continuous and discrete-time signals; Operations on 

signals; Properties of signals; Elementary signals, Continuous- and discrete-time 

systems; Interconnections of systems; System Properties; Intro to Convolution 
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1.3. syllabus CHAPTER 1. INTRODUCTION

Chapter 2 (1/27 thru 1/31) 

Time Domain Representations for Linear Time Invariant Systems (Sections 2.1-2.5); 

Convolution; Properties of convolution; Difference and differential equations 

(characterizing solutions, block diagrams & interconnections) 

 

Chapter 3 & 4 (2/3 thru 2/21) 

Fourier Representations of Signals (Sections 3.1-3.11); continuous time Fourier series 

& transform and properties (sections 4.1 – 4.7)  

 

Midterm 1, Friday Feb 28
th

, Chapters 1, 2, 3, 4 

 

Chapter 5 & 6 & 7 (2/24 thru 3/27) 

Applications of Fourier Representations (discrete time); Frequency response; Fourier 

transform representation for discrete-time signals (sections 5.1- 5.8); Application to 

filters (sections (6.1 – 6.7); Sampling continuous-time signals; Reconstruction of 

continuous-time signals from samples (sections 7.1-7.5) 

 

Chapter 9 (3/30 thru 4/3) 

The Laplace Transform, definition and convergence properties  (Sections 9.1-9.9); 

Inversion; Solving Differential Equations; Transform Analysis of Systems. 

 

Midterm 2, Friday April 3
rd

, Chapters 5, 6, 7  

 

Chapter 10 (4/6 thru 4/17) 

Intro to Z transform (sections 10.1-10.9); inverse Z transform properties and 

existence of the transform; Applications in digital signal processing. 

 

Chapter 8 (4/20 thru 4/24) 

Introduction to Communication Systems (sections 8.1-8.9); Modulation application   

 

Chapter 11 (4/27 4/29) 
Intro to Feedback System (11.1-11.5) (If time permits, review otherwise. Typically 

this is covered in detail in your control systems course.  

 

Review (5/1, 5/4) Last day of class is on 5/4. 

 

Final Exam: 1:30 – 3:30 pm Saturday May 9
th

, Keller Hall 3-125  

 

Homework Assignments  
Homework is assigned every week and is due the following week. The grader will grade 

a random selection of problems out of all assigned. 50% of your homework problems will 

be graded for correctness of your solution, and the remaining 50% will be graded based 

on an attempt at a solution (please show your work). No late homework will be accepted, 

except in emergency situations.  
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Please scan your homework as a PDF file and submit it via canvas to our TA by the due 

date. Paper submissions will not be accepted. 

 

Several assigned problems require the use of MATLAB. This software package is 

available to all CSE students, and on the CSE lab computers. 

 

Grading Policy 
Midterm I  25%  2/28, in lecture 

Midterm II  25%  4/3, in lecture 

Final Exam  35%  5/9, 1:30 – 3:30 pm 

Homework  10% 

Discussion Quiz  5% 

  

Other Important Information 
Student Academic Integrity and Scholastic Dishonesty:  

Academic integrity is essential to a positive teaching and learning environment. All 

students enrolled in University courses are expected to complete coursework 

responsibilities with fairness and honesty. Failure to do so by seeking unfair advantage 

over others or misrepresenting someone else’s work as your own, can result in 

disciplinary action. The University Student Conduct Code defines scholastic dishonesty 

as follows: 

 

Scholastic Dishonesty:  

Scholastic dishonesty means plagiarizing; cheating on assignments or examinations; 

engaging in unauthorized collaboration on academic work; taking, acquiring, or using test 

materials without faculty permission; submitting false or incomplete records of academic 

achievement; acting alone or in cooperation with another to falsify records or to obtain 

dishonestly grades, honors, awards, or professional endorsement; altering, forging, or 

misusing a University academic record; or fabricating or falsifying data, research 

procedures, or data analysis. 

 

Within this course, scholastic dishonesty includes, but is not limited to, looking at and/or 

copying from another’s exam, using unauthorized note sheets during exams, any 

unauthorized communication during exams (including verbal and/or electronic 

communications), etc. A student responsible for scholastic dishonesty can be assigned a 

penalty up to and including an “F” or “N” for the course. For additional information, 

refer to the student conduct code available here: 

http://regents.umn.edu/sites/default/files/policies/Student_Conduct_Code.pdf 

 

Disability Accommodations: 

The University of Minnesota views disability as an important aspect of diversity, and is 

committed to providing equitable access to learning opportunities for all students. The 

Disability Resource Center (DRC) is the campus office that collaborates with students 

who have disabilities to provide and/or arrange reasonable accommodations. 

Additional information is available on the DRC website: 

https://diversity.umn.edu/disability/ 
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Chapter 2

My solutions to some discussion
problems

Local contents
2.1 Discussion, second week . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Discussion, week 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
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2.1 Discussion, second week

2.1.1 Questions
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2.1.2 Problem 4.1

Solution

2.1.2.1 part a

We need to find linear combination of 𝑥1 [𝑛] , 𝑥2 [𝑛] , 𝑥3 [𝑛] which gives 𝑥4 [𝑛]. In other words,
looking at samples at 𝑛 = 0, 1, 2 and adding corresponding samples gives

𝑎 + 𝑏 + 𝑐 = 1
𝑏 + 𝑐 = −1

𝑐 = 1

But from second equation 𝑏 = −1 − 1 = −2 and from first equation 𝑎 = 1 − 𝑏 − 𝑐 = 1 + 2 − 1 = 2.
Hence

2𝑥1 [𝑛] − 2𝑥2 [𝑛] + 𝑥3 [𝑛] = 𝑥4 [𝑛]

2.1.2.2 part b

Therefore by linearity
2𝑦1 [𝑛] − 2𝑦2 [𝑛] + 𝑦3 [𝑛] = 𝑦4 [𝑛]

Hence
𝑦4 [𝑛] = 2𝛿 [𝑛 + 1] + 𝛿 [𝑛] + 2𝛿 [𝑛 − 1] − 2𝛿 [𝑛 − 2]

0

2

1

2

-2

0 0

-2 -1 0 1 2 3 4

Figure 2.1: Plot of 𝑦[𝑛]

2.1.2.3 part c

System is time invariant if shifted input gives same output but also shifted by the same
amount as the input is shifted by. Let us consider 𝑥1 [𝑛]. By shifting it to the right by one,
then the output should 𝑦1 [𝑛] but shifted to the right by one which is 𝑦1 [𝑛 − 1]

11
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0 0

1 1 1

0 0

-2 -1 0 1 2 3 4

Figure 2.2: Plot of 𝑦1[𝑛 − 1]

Shifting 𝑥1 [𝑛] by 2 now the output should be 𝑦1 [𝑛 − 2]

0 0 0

1 1 1

0

-2 -1 0 1 2 3 4

Figure 2.3: Plot of 𝑦1[𝑛 − 2]

But adding 𝑥1 [𝑛] + 𝑥1 [𝑛 − 1] + 𝑥1 [𝑛 − 2] gives 𝑥3 [𝑛]. Which has the output shown. Let us now
add 𝑦1 [𝑛] + 𝑦1 [𝑛 − 1] + 𝑦1 [𝑛 − 2] and see if this gives same as 𝑦3 [𝑛]

12
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0

1

2

3

2

1

0 0

-2 -1 0 1 2 3 4 5

Figure 2.4: Plot of all shifted inputs of 𝑥1[𝑥]

Since the above is not the same as 𝑦3 [𝑛] then the system is not time invariant.

2.1.3 Problem 4.2

Solution

2.1.3.1 Part a

By folding 𝑥 [𝑛] and shifting to the right, we see that 𝑦 [0] = 2, 𝑦 [1] = 2 + 2 = 4, 𝑦 [2] =
2 + 2 + 2 = 6, 𝑦 [3] = 8, 𝑦 [4] = 6, 𝑦 [5] = 4, 𝑦 [6] = 2, 𝑦 [7] = 0 and 𝑦 [𝑛] = 0 for all other values.

0 0

2

4

6

8

6

4

2

0 0

-2 0 2 4 6 8

Figure 2.5: 𝑦[𝑛]

2.1.3.2 Part b

By folding 𝑥 [𝑛] and shifting to the right, we see that 𝑦 [0] = 0, 𝑦 [1] = 0, 𝑦 [2] = 0.5, 𝑦 [3] =
1, 𝑦 [4] = 1.5, 𝑦 [5] = 1, 𝑦 [6] = 0.5, 𝑦 [7] = 0 and 𝑦 [𝑛] = 0 for all other values.

13
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0. 0. 0. 0.

0.5

1.

1.5

1.

0.5

0. 0.

-2 0 2 4 6 8

Figure 2.6: 𝑦[𝑛]

2.1.4 Problem 4.3

Solution

2.1.4.1 Part a

By folding 𝑥 (𝑡) and shifting, we see that for 𝑡 < 0 that 𝑦 (𝑡) = 0. And for 0 < 𝑡 < 4 the integral
becomes

𝑦 (𝑡) = �
𝑡

0
ℎ (𝜏) 𝑑𝜏 0 < 𝑡 < 4

= �
𝑡

0
1𝑑𝜏

= 𝑡

And for 0 < 𝑡 − 4 < 4 or 4 < 𝑡 < 8

𝑦 (𝑡) = �
4

𝑡−4
ℎ (𝜏) 𝑑𝜏 4 < 𝑡 < 8

= �
4

𝑡−4
1𝑑𝜏

= 4 − (𝑡 − 4)
= 8 − 𝑡

And for 4 < 𝑡 − 4 or 𝑡 > 8
𝑦 (𝑡) = 0

Hence 𝑦 (𝑡) is

𝑦 (𝑡) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0 𝑡 < 0
𝑡 0 < 𝑡 < 4

8 − 𝑡 4 < 𝑡 < 8
0 𝑡 > 8

14
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2 4 6 8 10

1

2

3

4

Figure 2.7: 𝑦(𝑡)

2.1.4.2 Part b

By folding ℎ (𝑡) and shifting, we see that for 𝑡 < 0 that 𝑦 (𝑡) = 0. And for 𝑡 > 0 the integral
becomes

𝑦 (𝑡) = �
1+𝑡

1
ℎ (𝜏) 𝑑𝜏 𝑡 > 0

= �
1+𝑡

1
𝑒−(𝜏−1)𝑑𝜏

= �
𝑒−(𝜏−1)

−1 �
1+𝑡

1

= − �𝑒−(𝜏−1)�
1+𝑡

1

= − �𝑒−((1+𝑡)−1) − 𝑒−(1−1)�

= − �𝑒−𝑡 − 1�

= 1 − 𝑒−𝑡

Hence 𝑦 (𝑡) is

15
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2 4 6 8 10

0.2

0.4

0.6

0.8

1.0

Figure 2.8: 𝑦(𝑡)

2.1.4.3 Part c

By folding ℎ (𝑡) and shifting, we see that for −2 + 𝑡 < −1 or 𝑡 < 1 that 𝑦 (𝑡) = 0. And for
−1 < −2 + 𝑡 < 3 or 1 < 𝑡 < 5 the integral becomes 𝑥 (𝑡) itself (i.e. original 𝑥 (𝑡) but shifted to
right by 2). And for 3 < −2 + 𝑡 or 𝑡 > 5 then 𝑦 (𝑡) = 0. Hence

𝑦 (𝑡) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 𝑡 < 1
𝑥 (𝑡 − 2) 1 < 𝑡 < 5

0 𝑡 > 5

-2 2 4 6

0.2

0.4

0.6

0.8

1.0

Figure 2.9: 𝑦(𝑡)
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2.1.5 key solution
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2.2 Discussion, week 3

2.2.1 Questions

2.2.2 Problem 1

Solution
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Folding ℎ (𝜏) to becomes ℎ (−𝜏). Therefore, when 1+ 𝑡 < −1 or 𝑡 < −2, then 𝑦 (𝑡) = 0 since there
is no overlap.

When −1 < 1 + 𝑡 < 1, or −2 < 𝑡 < 0, then there is partial overlap. In this case

𝑦 (𝑡) = �
1+𝑡

−1
cos (𝜋𝜏) 𝑑𝜏 − 2 < 𝑡 < 0

=
1
𝜋
[sin (𝜋𝜏)]1+𝑡−1

=
1
𝜋
[sin (𝜋 (1 + 𝑡)) − sin (−𝜋)]

=
1
𝜋

sin (𝜋 (1 + 𝑡))

When 1 < 1 + 𝑡 < 3, or 0 < 𝑡 < 2, then there is partial overlap. In this case

𝑦 (𝑡) = �
1

𝑡−1
cos (𝜋𝜏) 𝑑𝜏 0 < 𝑡 < 2

=
1
𝜋
[sin (𝜋𝜏)]1𝑡−1

=
1
𝜋
[sin (𝜋) − sin (𝜋 (𝑡 − 1))]

=
−1
𝜋

sin (𝜋 (𝑡 − 1))

When 3 < 1 + 𝑡 or 𝑡 > 2 then 𝑦 (𝑡) = 0 since there is no overlap any more. Hence solution is

𝑦 (𝑡) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0 𝑡 ≤ −2
1
𝜋 sin (𝜋 (1 + 𝑡)) −2 < 𝑡 ≤ 0
−1
𝜋 sin (𝜋 (𝑡 − 1)) 0 < 𝑡 ≤ 2

0 𝑡 > 2

The following is a plot of 𝑦 (𝑡)

21
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In[ ]:= mySolution[t_] := Piecewise[{

{0, t < -2},

{1/ Pi Sin[Pi (1 + t)], -2 < t < 0},

{-1/ Pi Sin[Pi (t - 1)], 0 < t < 2}, {0, True}}]

Plot[mySolution[t], {t, -3, 3}, PlotStyle → Red, GridLines → Automatic,

GridLinesStyle → LightGray, AxesLabel → {"t", "y(t)"}]

Out[ ]=

-3 -2 -1 1 2 3
t

-0.3

-0.2

-0.1

0.1

0.2

0.3

y(t)

Figure 2.10: Plot of 𝑦(𝑡)
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2.2.3 Key solution
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3.1.2 My solution to Midterm 1, oct 2001

3.1.2.1 Problem 1

Obtain impulse and step response for LTI described by (a) ℎ [𝑛] = �12�
𝑛
𝑢 [𝑛] (b) ℎ (𝑡) = 𝑒−

1
2 𝑡𝑢 (𝑡)

solution

3.1.2.1.1 Part a Let 𝑥 [𝑛] = 𝛿 [𝑛], hence

𝑦 [𝑛] = 𝛿 [𝑛] ⊛ ℎ [𝑛]

=
∞
�
𝑘=−∞

𝛿 [𝑘] ℎ [𝑛 − 𝑘]

But 𝛿 [𝑘] = 0 for all 𝑘 except when 𝑘 = 0. Hence the above reduces to

𝑦 [𝑛] = ℎ [𝑛]

= �
1
2�

𝑛

𝑢 [𝑛]

Let 𝑥 [𝑛] = 𝑢 [𝑛], hence

𝑦 [𝑛] = 𝑢 [𝑛] ⊛ ℎ [𝑛]

=
∞
�
𝑘=−∞

ℎ [𝑘] 𝑥 [𝑛 − 𝑘]

Folding 𝑥 [−𝑛], we see that for 𝑛 < 0 then there no overlap with ℎ [𝑛]. Hence 𝑦 [𝑛] = 0 for
𝑛 < 0. As 𝑥 [−𝑛] is shifted to the right, then the convolution sum becomes

𝑦 [𝑛] =
𝑛
�
𝑘=0

ℎ [𝑘] 𝑛 ≥ 0

=
𝑛
�
𝑘=0

�
1
2�

𝑘

This is the partial sum, given by 𝑎1+𝑛−1
𝑎−1 where 𝑎 = 1

2 < 1

𝑛
�
𝑘=0

�
1
2�

𝑘

=
�1
2
�
1+𝑛

− 1
1
2 − 1

=
�1
2
�
1+𝑛

− 1

−1
2

= 2 − 2 (2)−𝑛−1

= 2 − 2−𝑛 (2)

Therefore

𝑦 [𝑛] =

⎧⎪⎪⎨
⎪⎪⎩
2 − 2−𝑛 𝑛 ≥ 0
0 𝑛 < 0
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3.1.2.1.2 Part b Let 𝑥 (𝑡) = 𝛿 (𝑡), hence

𝑦 (𝑡) = 𝑢 (𝑡) ⊛ ℎ (𝑡)

= �
∞

−∞
𝑥 (𝜏) ℎ (𝑡 − 𝜏) 𝑑𝜏

= �
∞

−∞
𝛿 (𝑡) ℎ (𝑡 − 𝜏) 𝑑𝜏

= ℎ (𝑡)
= 𝑒−0.5𝑡

Let 𝑥 (𝑡) = 𝑢 (𝑡), hence

𝑦 (𝑡) = 𝑢 (𝑡) ⊛ ℎ (𝑡)

= �
∞

−∞
𝑥 (𝑡 − 𝜏) ℎ (𝜏) 𝑑𝜏

Folding 𝑢 (−𝑡), we see that for 𝑡 < 0 then there no overlap with ℎ (𝜏) = 𝑒−0.5𝜏𝑢 (𝜏). Hence
𝑦 (𝑡) = 0 for 𝑡 < 0. As 𝑢 [−𝑛] is shifted to the right, then the convolution becomes

𝑦 [𝑛] = �
𝑡

0
ℎ (𝜏) 𝑑𝜏 𝑡 > 0

= �
𝑡

0
𝑒−0.5𝜏𝑑𝜏

= �
𝑒−0.5𝜏

−0.5 �
𝑡

0

= −2 �𝑒−0.5𝑡 − 1�

= 2 − 2𝑒−0.5𝑡

= 2 �1 − 𝑒−0.5𝑡�

Hence

𝑦 (𝑡) =

⎧⎪⎪⎨
⎪⎪⎩
2 �1 − 𝑒−0.5𝑡� 𝑡 ≥ 0

0 𝑡 < 0

3.1.2.2 Problem 2

Given the frequency response of LTI system 𝐻 (Ω) for the following input signal, find the
steady state expression of the output signal. (a) 𝑥 [𝑛] = 2 cos �𝜋6𝑛 +

𝜋
5
� (b) 𝑥 [𝑛] = 5 sin �𝜋3𝑛 +

𝜋
8
�

solution

3.1.2.2.1 Part a

𝑥 [𝑛] = 2 cos �𝜋
6
𝑛 +

𝜋
5
�
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To find the fundamental period, cos �𝜋6𝑛 +
𝜋
5
� = cos �𝜋6 (𝑛 + 𝑁) +

𝜋
5
� = cos ��𝜋6𝑛 +

𝜋
5
� + 𝜋

6𝑁�.
Hence need 𝜋

6𝑁 = 𝑚2𝜋 or 𝑚
𝑁 = 1

12 . Hence. 𝑁 = 12. Therefore

Ω0 =
2𝜋
12

And the input is 𝑥 [𝑛] = 2 cos �Ω0𝑛 +
𝜋
5
�. Hence the output is

𝑦 [𝑛] = 2 �𝐻 (Ω0)� cos �Ω0𝑛 +
𝜋
5
+ arg𝐻 (Ω0)�

3.1.2.2.2 Part b

𝑥 [𝑛] = 5 sin �𝜋
3
𝑛 +

𝜋
8
�

To find the fundamental period, sin �𝜋3𝑛 +
𝜋
8
� = sin �𝜋3 (𝑛 + 𝑁) +

𝜋
8
� = sin �𝜋3𝑛 +

𝜋
8 +

𝜋
3𝑁�. Hence

need 𝜋
3𝑁 = 𝑚2𝜋 or 𝑚

𝑁 = 1
6 . Hence. 𝑁 = 6. Therefore

Ω0 =
2𝜋
6

And the input is 𝑥 [𝑛] = 5 sin �Ω0𝑛 +
𝜋
8
�. Hence the output is

𝑦 [𝑛] = 5 �𝐻 (Ω0)� sin �Ω0𝑛 +
𝜋
8
+ arg𝐻 (Ω0)�

3.1.2.3 Problem 3

Compute Fourier series coe�. for the following signals. (a) 𝑥 [𝑛] = 2 sin �𝜋3𝑛 +
𝜋
2
�+3 cos �𝜋6𝑛 +

𝜋
5
�.

(b) 𝑥 (𝑡) = 𝑒𝑗2𝜋𝑡 + 𝑒𝑗3𝜋𝑡

solution

3.1.2.3.1 Part a For discrete periodic signal, the Fourier series coe�. 𝑎𝑘 is given by

𝑥 [𝑛] =
∞
�
𝑘=−∞

𝑎𝑘𝑒
𝑗𝑘� 2𝜋𝑁 �𝑛

(1)

𝑎𝑘 =
1
𝑁

𝑁−1
�
𝑛=0

𝑥 [𝑛] 𝑒
−𝑗𝑘� 2𝜋𝑁 �𝑛

(2)

In this problem

𝑥 [𝑛] = 2 sin �𝜋
3
𝑛 +

𝜋
2
� + 3 cos �𝜋

6
𝑛 +

𝜋
5
�

To find the common fundamental period. sin �𝜋3𝑛 +
𝜋
2
� = sin �𝜋3 (𝑛 + 𝑁) +

𝜋
2
� = sin ��𝜋3𝑛 +

𝜋
2
� + 𝜋

3𝑁�.
Hence 𝜋

3𝑁 = 𝑚2𝜋 or 𝑚
𝑁 = 1

6 . hence 𝑁 = 6 for first signal. For second signal cos �𝜋6𝑛 +
𝜋
5
� we
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obtain 𝜋
6𝑁 = 𝑚2𝜋 or 𝑚

𝑁 = 1
12 or 𝑁 = 12. hence the least common multiplier between 6 and 12

is 𝑁 = 12. Therefore
Ω0 =

2𝜋
12

Hence (2) becomes

𝑎𝑘 =
1
12

11
�
𝑛=0

𝑥 [𝑛] 𝑒
−𝑗𝑘� 2𝜋12 �𝑛

=
1
12

11
�
𝑛=0

𝑥 [𝑛] 𝑒−𝑗𝑘Ω0𝑛

But instead of using the above formula, an easier way is to rewrite 𝑥 [𝑛] using Euler relation
and use (1) to read o� 𝑎𝑘 directly from the result. Writing 𝑥 [𝑛] in terms of the fundamental
frequency Ω0 gives

𝑥 [𝑛] = 2 sin �2Ω0𝑛 +
𝜋
2
� + 3 cos �Ω0𝑛 +

𝜋
5
�

= 2

⎛
⎜⎜⎜⎜⎜⎝
𝑒𝑗�2Ω0𝑛+

𝜋
2 � − 𝑒−𝑗�2Ω0𝑛+

𝜋
2 �

2𝑗

⎞
⎟⎟⎟⎟⎟⎠ + 3

⎛
⎜⎜⎜⎜⎜⎝
𝑒𝑗�Ω0𝑛+

𝜋
5 � + 𝑒−𝑗�Ω0𝑛+

𝜋
5 �

2

⎞
⎟⎟⎟⎟⎟⎠

=
2
2𝑗
�𝑒𝑗

𝜋
2 𝑒𝑗2Ω0𝑛 − 𝑒−𝑗

𝜋
2 𝑒−𝑗2Ω0𝑛� +

3
2
�𝑒𝑗

𝜋
5 𝑒𝑗Ω0𝑛 + 𝑒−𝑗

𝜋
5 𝑒−𝑗Ω0𝑛�

=
1
𝑗
𝑒𝑗

𝜋
2 𝑒𝑗2Ω0𝑛 −

1
𝑗
𝑒−𝑗

𝜋
2 𝑒−𝑗2Ω0𝑛 +

3
2
𝑒𝑗

𝜋
5 𝑒𝑗Ω0𝑛 +

3
2
𝑒−𝑗

𝜋
5 𝑒−𝑗Ω0𝑛

Now we can read the Fourier coe�cients by comparing the above to Eq(1).

This gives for 𝑘 = 2, 𝑎2 =
1
𝑗 𝑒

𝑗𝜋2 and for 𝑘 = −2, 𝑎−2 = −1
𝑗 𝑒

−𝑗𝜋2 and for 𝑘 = 1, 𝑎1 =
3
2𝑒

𝑗𝜋5 and for

𝑘 = −1, 𝑎−1 =
3
2𝑒

−𝑗𝜋5

𝑎1 =
3
2
𝑒𝑗

𝜋
5

𝑎−1 =
3
2
𝑒−𝑗

𝜋
5

𝑎2 =
1
𝑗
𝑒𝑗

𝜋
2

𝑎−2 = −
1
𝑗
𝑒−𝑗

𝜋
2
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But 𝑒𝑗
𝜋
2 = 𝑗 sin 𝜋

2 = 𝑗 and 𝑒
−𝑗𝜋2 = −𝑗 sin 𝜋

2 = −𝑗. Hence the above becomes

𝑎1 =
3
2
𝑒𝑗

𝜋
5

𝑎−1 =
3
2
𝑒−𝑗

𝜋
5

𝑎2 =
1
𝑗
𝑗 = 1

𝑎−2 = −
1
𝑗
�−𝑗� = 1

And 𝑎𝑘 = 0 for all other 𝑘.

3.1.2.3.2 Part b For continuos time periodic signal 𝑥 (𝑡), the Fourier series coe�. 𝑎𝑘 is
given by

𝑥 (𝑡) =
∞
�
𝑘=−∞

𝑎𝑘𝑒𝑗𝑘𝜔0𝑡

𝑎𝑘 =
1
𝑇 �𝑇

𝑥 (𝑡) 𝑒−𝑗𝑘𝜔0𝑡𝑑𝑡

In this problem
𝑥 (𝑡) = 𝑒𝑗2𝜋𝑡 + 𝑒𝑗3𝜋𝑡

The period of 𝑒𝑗2𝜋𝑡 is 1 and the period of 𝑒𝑗3𝜋𝑡 is 2
3 . Hence least common multiplier is 𝑇0 = 2

seconds. 𝜔0 =
2𝜋
2 = 𝜋 rad/sec. Both of the above terms can now be written

𝑥 (𝑡) = 𝑒
𝑗 4𝜋𝑇0

𝑡
+ 𝑒

𝑗 6𝜋𝑇0
𝑡

= 𝑒𝑗2𝜔0𝑡 + 𝑒𝑗3𝜔0𝑡

Comparing the above to

𝑥 (𝑡) =
∞
�
𝑘=−∞

𝑎𝑘𝑒𝑗𝑘𝜔0𝑡

Shows that for 𝑘 = 2, 𝑎𝑘 = 1 and for 𝑘 = 3, 𝑎𝑘 = 1 and 𝑎𝑘 = 0 for all other 𝑘.

3.1.2.4 Problem 4

Given the magnitude and phase profile of this filter, find impulse response.

solution

We are given 𝐻 (Ω) and need to find ℎ [𝑛]. i.e. the inverse Fourier transform

ℎ [𝑛] =
1
2𝜋 �

𝜋

−𝜋
𝐻 (Ω) 𝑒𝑗Ω𝑛𝑑Ω

=
1
2𝜋 �

𝜋

−𝜋
|𝐻 (Ω)| 𝑒𝑗 arg𝐻(Ω)𝑒𝑗Ω𝑛𝑑Ω
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But |𝐻 (Ω)| = 1 and arg𝐻 (Ω) = −Ω as given. The above reduces to

ℎ [𝑛] =
1
2𝜋 �

𝜋
4

−𝜋
4

𝑒−𝑗Ω𝑒𝑗Ω𝑛𝑑Ω

=
1
2𝜋 �

𝜋
4

−𝜋
4

𝑒−𝑗Ω(1−𝑛)𝑑Ω

= �
1
2𝜋�

1
−𝑗 (1 − 𝑛)

�𝑒−𝑗Ω(1−𝑛)�
𝜋
4

−𝜋
4

= �
1
2𝜋�

1
−𝑗 (1 − 𝑛)

�𝑒−𝑗
𝜋
4 (1−𝑛) − 𝑒𝑗

𝜋
4 (1−𝑛)�

=
1
𝜋

1
(1 − 𝑛)

⎛
⎜⎜⎜⎜⎜⎝
𝑒𝑗

𝜋
4 (1−𝑛) − 𝑒−𝑗

𝜋
4 (1−𝑛)

2𝑗

⎞
⎟⎟⎟⎟⎟⎠

=
1

𝜋 (1 − 𝑛)
sin �𝜋

4
(1 − 𝑛)�

=
−1

𝜋 (1 − 𝑛)
sin �𝜋

4
(𝑛 − 1)�

=
1

𝜋 (𝑛 − 1)
sin �𝜋

4
(𝑛 − 1)�
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3.1.3 Midterm 1, oct 2018
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3.1.4 My solution to Midterm 1, oct 2018

3.1.4.1 Problem 1

Given the discrete time system with input 𝑥 [𝑛] and impulse response ℎ [𝑛] obtain the output
sequence 𝑦 [𝑛] by applying discrete convolution.

𝑥 [𝑛] = [1, 0, −1, 1] , ℎ [𝑛] = [1, 1, −1, −1]. Both sequences are positive and start with 𝑛 = 0
position.

Solution
𝑦 [𝑛] = 𝑥 [𝑛] ⊛ ℎ [𝑛]

Folding 𝑥 [−𝑛]. When 𝑛 = 0, 𝑦 [0] = 1. When 𝑛 = 1, then 𝑦 [𝑛] = (0) (1) + (1) (1) = 1. When
𝑛 = 2, 𝑦 [𝑛] = (−1) (1) + (0) (1) + (1) (−1) = −2. When 𝑛 = 3, 𝑦 [𝑛] = (1) (1) + (−1) (1) + (0) (−1) +
(1) (−1) = 1 − 1 − 1 = −1. When 𝑛 = 4, 𝑦 [𝑛] = 1 + 1 = 2. When 𝑛 = 5, 𝑦 [𝑛] = −1 + 1 = 0, when
𝑛 = 6, 𝑦 [6] = −1. When 𝑛 > 6 , 𝑦 [𝑛] = 0.

Hence
𝑦 [𝑛] = [1, 1, −2, −1, 2, 0, −1]

3.1.4.2 Problem 2

The impulse response of LTI system is given by ℎ (𝑡) = 𝑢 (𝑡) − 2𝑢 (𝑡 − 1) + 𝑢 (𝑡 − 2) where
𝑢 (𝑡) is unit step signal. Determine the output of this 𝑦 (𝑡) where its input 𝑥 (𝑡) is given as
𝑥 (𝑡) = 𝑒−𝑡𝑢 (𝑡 + 1).

Solution

By folding 𝑥 (𝑡). See key solution. Used same method.

3.1.4.3 Problem 3

A discrete periodic sequence is given as 𝑥 [𝑛] = 2 sin �3𝜋8 𝑛 +
𝜋
2
� + cos �𝜋4𝑛 +

𝜋
3
�. (a) Find fun-

damental frequency of this signal. (b) Fourier series coe�cients for 𝑥 [𝑛]. (c) if 𝑥 [𝑛] =
cos �𝜋4𝑛 +

𝜋
3
� is an input to system with frequency response 𝐻 (Ω) = 1−𝑒−𝑗Ω

2+𝑒−2𝑗Ω
, obtain expression

for 𝑦 [𝑛]

Solution

3.1.4.3.1 Part a For sin �3𝜋8 𝑛 +
𝜋
2
�, we need 3

8𝜋𝑁 = 𝑚2𝜋 or 𝑚
𝑁 = 3

16 . Since relatively prime,

hence 𝑁 = 16. For cos �𝜋4𝑛 +
𝜋
3
� we need 𝜋

4𝑁 = 𝑚2𝜋 or 𝑚
𝑁 = 1

8 . Hence 𝑁 = 8. The least

common multiplier is 16. Hence fundamental period is 𝑁 = 16. Therefore Ω0 =
2𝜋
𝑁 = 𝜋

8 .

3.1.4.3.2 Part b Since input is periodic, then

𝑥 [𝑛] =
∞
�
𝑘=−∞

𝑎𝑘𝑒𝑗𝑘Ω0𝑛 (1)
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By writing the input, using Euler relation, we can compare the input to the above and read
o� 𝑎𝑘. First we rewrite the input using common Ω0 as

𝑥 [𝑛] = 2 sin �3Ω0𝑛 +
𝜋
2
� + cos �2Ω0𝑛 +

𝜋
3
�

Hence

𝑥 [𝑛] = 2

⎛
⎜⎜⎜⎜⎜⎝
𝑒𝑗�3Ω0𝑛+

𝜋
2 � − 𝑒−𝑗�3Ω0𝑛+

𝜋
2 �

2𝑗

⎞
⎟⎟⎟⎟⎟⎠ +

𝑒𝑗�2Ω0𝑛+
𝜋
3 � + 𝑒−𝑗�2Ω0𝑛+

𝜋
3 �

2

=
1
𝑗
𝑒𝑗�3Ω0𝑛+

𝜋
2 � −

1
𝑗
𝑒−𝑗�3Ω0𝑛+

𝜋
2 � +

1
2
𝑒𝑗�2Ω0𝑛+

𝜋
3 � +

1
2
𝑒−𝑗�2Ω0𝑛+

𝜋
3 �

=
1
𝑗
𝑒𝑗

𝜋
2 𝑒𝑗3Ω0𝑛 −

1
𝑗
𝑒−𝑗

𝜋
2 𝑒−𝑗3Ω0𝑛 +

1
2
𝑒𝑗

𝜋
3 𝑒𝑗2Ω0𝑛 +

1
2
𝑒−𝑗

𝜋
3 𝑒−𝑗2Ω0𝑛

But 𝑒𝑗
𝜋
2 = 𝑗 sin 𝜋

2 = 𝑗 and 𝑒−𝑗
𝜋
2 = −𝑗 sin 𝜋

2 = −𝑗 and 𝑒𝑗
𝜋
3 = cos �𝜋3 � + 𝑗 sin �

𝜋
3
� = 1

2√3𝑗 +
1
2 and

𝑒−𝑗
𝜋
3 = cos �𝜋3 � − 𝑗 sin �

𝜋
3
� = 1

2 −
1
2√3𝑗. Hence the above simplifies to

𝑥 [𝑛] = 𝑒𝑗3Ω0𝑛 + 𝑒−𝑗3Ω0𝑛 +
1
4
�1 + √3𝑗� 𝑒𝑗2Ω0𝑛 −

1
4
�1 − √3𝑗� 𝑒−𝑗2Ω0𝑛 (2)

Comparing (2) to (1) shows that

𝑎3 = 1
𝑎−3 = 1

𝑎2 =
1
2
𝑒𝑗

𝜋
3 =

1
4
�1 + √3𝑗�

𝑎−2 =
1
2
𝑒−𝑗

𝜋
3 = −

1
4
�1 − √3𝑗�

3.1.4.3.3 Part c The output is

𝑦 [𝑛] = |𝐻 (Ω)|Ω=𝜋
4

cos �𝜋
4
𝑛 +

𝜋
3
+ arg𝐻 (Ω)Ω=𝜋

4
� (1)

But

|𝐻 (Ω)| = �
1 − 𝑒−𝑗Ω

2 + 𝑒−2𝑗Ω
�

=
�1 − 𝑒−𝑗Ω�
�2 + 𝑒−2𝑗Ω�

= �(1 − cosΩ)2 + sin2Ω

�(2 + cos 2Ω)2 + sin2 (2Ω)
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When Ω = 𝜋
4 the above becomes

�𝐻 �
𝜋
4
�� = �

�1 − cos �𝜋4 ��
2
+ sin2 �𝜋

4
�

�
�2 + cos �𝜋2 ��

2
+ sin2 �𝜋

2
�

= �
�1 − cos �𝜋4 ��

2
+ sin2 �𝜋

4
�

√4 + 1

= �
3
2 − √2 +

1
2

√5

= �2 − √2

√5
= 0.342 28

And

arg𝐻 (Ω) = arg 1 − 𝑒−𝑗Ω

2 + 𝑒−2𝑗Ω

= arg
(1 − cosΩ) + 𝑗 sinΩ

(2 + cos (2Ω)) − 𝑗 sin (2Ω)

= arctan �
sinΩ

1 − cosΩ� − arctan �
− sin (2Ω)
2 + cos (2Ω)�

When Ω = 𝜋
4 the above becomes

arg𝐻�𝜋
4
� = arctan

⎛
⎜⎜⎜⎜⎜⎝

sin �𝜋4 �

1 − cos �𝜋4 �

⎞
⎟⎟⎟⎟⎟⎠ − arctan

⎛
⎜⎜⎜⎜⎜⎝
− sin �𝜋2 �

2 + cos �𝜋2 �

⎞
⎟⎟⎟⎟⎟⎠

= arctan

⎛
⎜⎜⎜⎜⎜⎝

sin �𝜋4 �

1 − cos �𝜋4 �

⎞
⎟⎟⎟⎟⎟⎠ − arctan �

−1
2 �

= arctan

⎛
⎜⎜⎜⎜⎜⎝

sin �𝜋4 �

1 − cos �𝜋4 �

⎞
⎟⎟⎟⎟⎟⎠ + arctan �

1
2�

= arctan (2.4142) + 0.46365
= 1.1781 + 0.46365
= 1.6418 rad

Hence (1) becomes

𝑦 [𝑛] = 0.3423 cos �𝜋
4
𝑛 +

𝜋
3
+ 1.6418�
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3.1.5 Final exam practice exam 1
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3.1.6 Final exam practice exam 2
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3.2 Exam 1

Local contents
3.2.1 questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.2.1 questions
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3.3 Exam 2

Local contents
3.3.1 questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.3.2 key solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.3.1 questions

EE3015 – Midterm 2 – Friday April 3rd 2020 
 
This exam is open book and open notes. Communication with other people is not permitted. 
Write your solution to each problem in a separate document / sheet of paper. Please submit 
your solutions in the order they are given in this document. If your solution relies on proofs from 
an external source (book or notes), please reference this source in your solution (e.g. page 
number, table number, lecture date). Submit your solutions as a PDF document to Canvas by 
12:30pm. Students who took their first midterm through DRC can submit their solutions via 
email (mahmo006@umn.edu) until 1:30pm. 
 
Problem 1 (25pts) 
 
 A.  (10pts) Compute the discrete Fourier transform 𝑋"𝑒!"$	of the signal 
 

𝑥[𝑛] = 𝑎#(𝑢[𝑛] − 𝑢[𝑛 − 5]) 
 
  where |𝑎| < 1 
 
 B. (15pts) Given the magnitude 4𝑍"𝑒!"$4 and phase ∠𝑍"𝑒!"$ of the discrete time  
  signal 𝑧[𝑛] as shown below, find an expression for the signal 𝑧[𝑛]. Simplify  
  your answer as much as possible. 

 

  
 

4𝑍"𝑒!"$4 =

⎩
⎪
⎨

⎪
⎧1,																		|ω| <

π
4

2,									
π
4
< |ω| <

π
2

0,																									else

 

   
 
 
 
 
 
  (5pts Extra Credit) Solve 1B without explicitly evaluating any integrals. Your  
  final answer must be correct to receive these points.  
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Problem 2 (25pts) 
 
 Let the signal 𝑥(𝑡) have Fourier transform 
 

𝑋(𝑗ω) = G
4

9 + ω$J ∗ L𝑒
%!$" 𝑠𝑖𝑛(2ω)

ω O 

 
 where ∗ represents convolution. Use the inverse Fourier transform to determine the 
 original signal 𝑥(𝑡). List any properties you use from notes or from the textbook. 
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Problem 3 (25pts) 
 
 Consider the following filtering and modulation system. 
 

 
 

 
 

ℎ(𝑡) = &'#()*)
,*

  𝑤(𝑡) = 𝑐𝑜𝑠(5𝑡) + 2 𝑐𝑜𝑠(15𝑡) 
 
 A. (10pts) Find the Fourier transform 𝑌(𝑗ω) of signal 𝑦(𝑡). Sketch 𝑌(𝑗𝜔). 
 
 B. (5pts) Find the Fourier transform 𝑊(𝑗ω) of signal 𝑤(𝑡). Sketch 𝑊(𝑗𝜔). 
 
 C. (10pts) Find the Fourier transform 𝑍(𝑗𝜔) of signal 𝑧(𝑡). Sketch 𝑍(𝑗𝜔). 
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Problem 4 (25pts) 
 
 Consider the signals 
 

𝑥-(𝑡) = 3 𝑐𝑜𝑠(π𝑡) 
𝑥$(𝑡) = 2 𝑐𝑜𝑠(3π𝑡) 
𝑥.(𝑡) = 2 𝑠𝑖𝑛(5π𝑡) 

 
 and 
 

𝑥(𝑡) = 𝑥-(𝑡) + 𝑥$(𝑡) + 𝑥.(𝑡) 
 
 A. (5pts) Let the signals 𝑥-(𝑡), 𝑥$(𝑡), 𝑥.(𝑡) be sampled with sampling period  
  𝑇 = 0.4 to obtain sampled signals 𝑥-[𝑛], 𝑥$[𝑛], 𝑥.[𝑛]. For each of these signals,  
  determine if the sampled signal can be used to recover the original signal  
  without aliasing. Can 𝑥(𝑡) be recovered from these sampled signals? (e.g. can  
  𝑥[𝑛] = 𝑥-[𝑛] + 𝑥$[𝑛] + 𝑥.[𝑛] be used to recover 𝑥(𝑡) without aliasing?) 
 
 B. (10pts) Find the Nyquist frequency of 𝑥(𝑡). 
 
  C. (10pts) Let the signal 𝑐(𝑡) be given by 
 

𝑐(𝑡) = 𝑐𝑜𝑠(20π𝑡) 
 
  Now suppose the signal 𝑥(𝑡) is used to modulate the signal 𝑐(𝑡) to produce a  
  signal 𝑦(𝑡), where 
 

𝑦(𝑡) = 𝑥(𝑡)𝑐(𝑡) 
 
  Find the highest frequency present in the signal 𝑦(𝑡). In other words, find the  
  largest frequency ω where 𝑌(𝑗ω) ≠ 0. 
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3.3.2 key solution

1) a) i) Solution 1 (Brute force)

Using the Discrete Fourier Transform analysis equation,

X(ejω) =
∞∑

n=−∞

x[n]e−jωn

Since x[n] = an(u[n]− u[n− 5]), the only non-zero points of x[n] are n ∈ {0, 1, 2, 3, 4}, so

X(ejω) =
4∑

n=0

ane−jωn

=
4∑

n=0

(ae−jω)n

Since this is a partial sum of a geometric series, we can apply the formula

N∑
k=0

bk =
1− bN+1

1− b
, |b| < 1

to compute

X(ejω) =
1− (ae−jω)5

1− ae−jω

ii) Solution 2 (Transform pairs)

Observe that
x[n] = anu[n]− anu[n− 5]

= anu[n]− a5an−5u[n− 5]

= (anu[n])− a5(anu[n]) ∗ δ[n− 5]

= x1[n]− a5x1[n] ∗ δ[n− 5], x1[n] = anu[n]

Using the Fourier transform pair,

F{x1[n]} = F{anu[n]} =
1

1− ae−jω

and the time shift property,

F{x[n] ∗ δ[n− n0]} = e−jωn0X(ejω)

we can then write
X(ejω) = F{x[n]}

= F{x1[n]} − a5F{x1[n] ∗ δ[n− 5]}

= X1(e
jω)− a5e−5jωX1(e

jω)

=
1

1− ae−jω
− a5e−5jω

a− ae−jω
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b) i) Solution 1 (Brute force)

I wrote all of this using X(ejω) and x[n] instead of Z(ejω) and z[n] and I don’t want to go

back and change all of them. Soorryyyyyyyyyyy.

We use the Continuous Fourier Transform synthesis equation,

x[n] =
1

2π

∫
2π

X(ejω)ejωndω

We can express X(ejω) in terms of it’s phase and magnitude. By inspecting the slope of

∠X(ejω), we see that ∠X(ejω) = −ω, so

X(ejω) = |X(ejω)| ∗ e∠X(ejω)

= e−jω ∗



2, −π/2 < ω < −π/4

1, −π/4 < ω < π/4

2, π/4 < ω < π/2

0, else

We take the integral in the Continuous Fourier Transform synthesis equation to be from

−π to π so that the bounds are symmetric. Using the piecewise form of X(ejω) to break

up this bound into intervals, we get

x[n] =
1

2π

∫ π

−π
X(ejω)ejωndω

=
1

2π

∫ −π/4
−π/2

2 ∗ e−jω ∗ ejωndω +
1

2π

∫ π/4

−π/4
1 ∗ e−jω ∗ ejωndω +

1

2π

∫ π/2

π/4

2 ∗ e−jω ∗ ejωndω

=
2

2π

∫ −π/4
−π/2

ejω(n−1)dω +
1

2π

∫ π/4

−π/4
ejω(n−1)dω +

2

2π

∫ π/2

π/4

∗ejω(n−1)dω

=
2

2πj(n− 1)
(ejω(n−1))|−π/4−π/2 +

1

j(n− 1)
(ejω(n−1))|π/4−π/4 +

2

j(n− 1)
(ejω(n−1))|π/2π/4

=
1

2πj(n− 1)
(2e−jπ(n−1)/4 − 2e−jπ(n−1)/2 + ejπ(n−1)/4 − e−jπ(n−1)/4 + 2ejπ(n−1)/2 − 2ejπ(n−1)/4)

Rearranging terms,

x[n] =
1

2πj(n− 1)
((2ejπ(n−1)/2 − 2e−jπ(n−1)/2) + (2e−jπ(n−1)/4 − e−jπ(n−1)/4) + (ejπ(n−1)/4 − 2ejπ(n−1)/4))

=
1

2πj(n− 1)
((2ejπ(n−1)/2 − 2e−jπ(n−1)/2) + e−jπ(n−1)/4 − ejπ(n−1)/4)

=
1

π(n− 1)
(2(

1

2j
ejπ(n−1)/2 − 1

2j
e−jπ(n−1)/2)− (

1

2j
ejπ(n−1)/4 − 1

2j
e−jπ(n−1)/4)

Using the definition of the sin function,

sin(x) =
1

2j
ejx − 1

2j
e−jx

, We can rewrite this as

1

π(n− 1)
(2 sin(π(n− 1)/2)− sin(π(n− 1)/4)) 62
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ii) Solution 2 (Transform pairs) (Extra credit)

Consider a version X1(e
jω of X(ejω) with zero phase, that is

|X1(e
jω)| = |X(ejω)|, ∠X1(e

jω) = 0

Such that
X1(e

jω) = |X1(e
jω)|ej∠X1(ejω)

= |X(ejω)|ej∗0

= |X(ejω)|

Then we can write X(ejω) as

X(ejω) = |X(ejω)|ej∠X(ejω)

= X1(e
jω)e−jω

When comparing this expression with the time delay property, we can see that the phase

e−jω is really just shifting the signal x1[n] by 1 unit, so that

x[n] = x1[n− 1]

Effectively, this allows us to just find the inverse Fourier transform of the magnitude on it’s

own, and then apply a time shift of 1 unit at the end to account for the phase of the system.

This is a nice property that we can use in general on systems that have linear phase

To determine x1[n], we consider the rectangle wave X1(e
jω) as a difference of two rectangle

waves. Specifically, define

X2(e
jω) =

2, −π/2 < ω < π/2

0, else

X3(e
jω) =

1, −π/4 < ω < π/4

0, else

or graphically,

Then it is clear that

X1(e
jω) = X2(e

jω)−X3(e
jω)
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and therefore

x1[n] = x2[n]− x3[n]

In table 5.2, we see the Fourier transform pair

F−1{

1, −W < ω < W

0, else
} =

sin(Wn)

πn

Since X2(e
jω) and X3(e

jω) are already in this form, we can easily find x2[n] and x3[n] as

x2[n] =
2 sin(πn/2)

πn

x3[n] =
sin(πn/4)

πn

Then

x1[n] = x2[n]− x3[n] =
2 sin(πn/2)

πn
− sin(πn/4)

πn

and

x[n] = x1[n− 1] =
2 sin(π(n− 1)/2)

π(n− 1)
− sin(π(n− 1)/4)

π(n− 1)

2) The main focus of this problem is to break the expression up fractally, handle it in small portions,

and then build it back up into the final answer. From our initial expression,

X(jω) = (
4

9 + ω2
) ∗ (e−2jω

sin(2ω)

ω
)

Make the definitions

X1(jω) =
4

9 + ω2

X2(jω) = e−2jω
sin(2ω)

ω

So that

X(jω) = X1(jω) ∗X2(jω)

and, using the multiplication property,

x(t) = 2πx1(t)x2(t)

i) To handle X1(jω) = 4
9+ω2 , we see that this expression has similar form to the Fourier Transform

pair found in the provided tables,

F{e−α|t|} =
2α

α2 + ω2

In order to apply this pair to X1(jω), we need to have it in this exact form. Therefore, we need

to say that

X1(jω) =
4

9 + ω2
=

4

6
∗ 2(3)

32 + ω2

to find that

x1(t) =
4

6
e−3|t|
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ii) To handle X2(jω) = e−2jω sin(2ω)
ω

, we again need to break the problem up into smaller parts. We

make the additional definition that

X3(jω) =
sin(2ω)

ω

so that

X2(jω) = e−2jωX3(jω)

From this, we can clearly invoke the same time shifting property that we used in problem 1(b)

to show that

x2(t) = x3(t− 2)

Then, to find x3(t), we see the Fourier transform pair

F{

1, −T1 < t < T1

0, else
} =

2 sin(ωT1)

ω

We again need to exactly match X3(jω) to this form to invoke the property. By rewriting

X3(jω) =
sin(2ω)

ω
=

1

2
∗ 2 sin(2ω)

ω

We can then use this property to say that

x3(t) =


1

2
, −2 < t < 2

0, else

then

x2(t) = x3(t− 2) =


1

2
, −2 < t− 2 < 2

0, else
=


1

2
, 0 < t < 4

0, else

In general, if something says |t| < T , this is the same as −T < t < T .

Now that we know x1(t) and x2(t), we can use our original relation

x(t) = 2πx1(t)x2(t)

to write

x(t) = 2π ∗ 4

6
e−3|t| ∗


1

2
, 0 < t < 4

0, else
=


2π

3
e−3|t|, 0 < t < 4

0, else

4) We start by computing the Nyquist frequency for each signal x1(t), x2(t), x3(t) and x(t). This is

twice the maximum frequency present in each signal. Then

ωNyquist, x1 = 2 ∗ π, fNyquist, x1 =
1

2π
ωNyquist, x1 = 1Hz 65
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ωNyquist, x2 = 2 ∗ 3π, fNyquist, x2 =
1

2π
ωNyquist, x2 = 3Hz

ωNyquist, x3 = 2 ∗ 5π, fNyquist, x3 =
1

2π
ωNyquist, x3 = 5Hz

ωNyquist, x = 2 ∗ 5π, fNyquist, x =
1

2π
ωNyquist, x = 5Hz

a) The sampling rate T = 0.4 corresponds to a sampling frequency fs = 1
T

= 2.5Hz. This is less

than the Nyquist frequencies of x2(t), x3(t), and x(t), so these signals cannot be recovered in

this sort of sampling scheme. However, x1(t) can be.

b) As we showed earlier, fNyquist, x = 1
2π
ωNyquist, x = 5Hz

c) By the multiplication property, for y(t) = x(t)c(t),

Y (jω) =
1

2π
X(jω) ∗ C(jω)

Using the properties of cosines and sines, we can quickly find that

C(jω) = πδ(ω − 20π) + πδ(ω + 20π)

Then

Y (jω) =
1

2π
(πδ(ω − 20π) + πδ(ω + 20π)) ∗X(jω)

Using the properties of convolution with delta functions,

Y (jω) =
1

2
X(j(ω − 20π)) +

1

2
X(j(ω + 20π))

This means that Y (jω) will contain all the frequencies present in X(jω), shifted either up or

down by 20π radians. As the maximum frequency in X(jω) is 5π, the maximum frequency in

Y (jω) will be that shifted up by 20π, so 20π + 5π = 25π. This can be confirmed by finding

X(jω) and substituting this into the above expression for Y (jω), which I will not do here for

sake of legibility.

66



3.3. Exam 2 CHAPTER 3. EXAMS

67



3.4. final exam CHAPTER 3. EXAMS

3.4 �nal exam
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3.4.2 questions

EE3015 – Final Exam – Saturday, May 9th 2020 
 
This exam is open book and open notes. Communication with other people is not permitted. 
Write your solution to each problem in a separate document / sheet of paper. Please submit 
your solutions in the order they are given in this document. If your solution relies on proofs from 
an external source (book or notes), please reference this source in your solution (e.g. page 
number, table number, lecture date). Submit your solutions as a PDF document to Canvas by 
5:00pm. If you are registered with the DRC, please ask for additional details regarding 
submission. 
 
Problem 1 (25pts) 
  
 Consider a causal LTI system with transfer function 
 

𝑯(𝒔) =
−𝟏𝟎𝒔 + 𝟏𝟎

(𝒔 + 𝟏𝟎)(𝒔 + 𝟏) 

 
 A. (5pts) Write a differential equation in terms of 𝒙(𝒕), 𝒚(𝒕) (and their derivatives) 
   realizing this system 
 
 B. (10pts) Find the impulse response 𝒉(𝒕) of this system. Determine the ROC of  
  the systems transfer function. 
 
 C. (10pts) Find the unit step response of the system, i.e. compute 𝒚(𝒕) for  
  𝒙(𝒕) = 𝒖(𝒕) 
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Problem 2 (30pts) 
 
 Consider the following block diagram representing a modulating system 
 

 
 

 
 

 
 

 A. (15pts) Sketch and label 𝑿𝟏(𝒋𝛚), 𝑿𝟐(𝒋𝛚), 𝑿𝟑(𝒋𝛚) 
 
 B. (15pts) Sketch and label 𝒀𝟏(𝒋𝛚), 𝒀𝟐(𝒋𝛚), 𝒀𝟑(𝒋𝛚) 
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Problem 3 (30pts) 
 
 Consider the following Analog / Digital conversion system 
 

 
 

 
 

 where 
 

𝒑(𝒕) = 5 𝛅(𝒕 − 𝒌𝑻),
$

𝒌&'$

	 	 𝑻 = 𝟎. 𝟓 × 𝟏𝟎'𝟑 

 
 
 A. (10pts) Find an expression for 𝑿(𝒋𝛚), the Fourier transform of 𝒙(𝒕). Sketch and 
  label it. 
 
 B. (10pts) Find an expression for 𝑿𝒑(𝒋𝛚), the Fourier transform of 𝒙𝒑(𝒕). Sketch  
  and label it. 
 
 C. (10pts) Find an expression for 𝑿(𝒆𝒋𝛚), the Fourier transform of 𝒙[𝒏]. Sketch  
  and label it. 
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Problem 4 (25pts) 
 
 Consider a signal with Fourier domain representation 𝑿(𝒋𝛚) of the form 
 

 
  
 We seek to broadcast this signal to a receiver. To achieve this, we filter and modulate 
 𝑿(𝒋𝛚) into the signal 𝒀(𝒋𝛚), which is then transmitted. 𝒀(𝒋𝛚) is of the form 
 

 
 
 We seek to design a receiver that can recover the signal 𝑿(𝒋𝛚) from the transmitted 
 signal 𝒀(𝒋𝛚). This receiver takes the form of the following block diagram. 
 

 
 

 A. (15pts) Determine 𝛚𝟎. Sketch and label 𝑾(𝒋𝛚). 
 
 B. (10pts) Assume that 𝑯(𝒋𝛚) is an ideal filter (i.e. it’s Fourier Transform 𝑯(𝒋𝛚) is 
  a sum of rectangle waves). Sketch and label 𝑯(𝒋𝛚). Furthermore, specify what  
  type of filter this is, and the cutoff frequency and gain of the filter. 
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Problem 5 (30pts) 
 
 Consider the causal LTI system with transfer function 𝑯(𝒆𝒋𝛚), characterized by 
 

 
 

 
 
 A. (10pts) For 𝒙[𝒏] = 𝒄𝒐𝒔 D𝟓𝛑

𝟐
𝒏 − 𝛑

𝟒
E, compute 𝑿(𝒆𝒋𝛚), the Fourier transform of  

  𝒙[𝒏] 
 
 B. (20pts) Assume that 𝒙[𝒏] from part (A) is fed as an input to the LTI system  
  characterized by 𝑯(𝒆𝒋𝛚) to produce an output signal 𝒚[𝒏]. Compute 𝒀(𝒆𝒋𝛚)  
  and 𝒚[𝒏]. 
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Problem 6 (20pts) 
 
 Consider the difference equation 
 

𝒚[𝒏] =
𝟏
𝟒𝒚

[𝒏 − 𝟏] +
𝟏
𝟖𝒚

[𝒏 − 𝟐] + 𝒙[𝒏] − 𝟐𝒙[𝒏 − 𝟏] 
 
 A. (5pts) Find the Z-domain transfer function of this system, 𝑯(𝒛) = 𝒀(𝒛)

𝑿(𝒛)
. 

 
 B. (5pts) Identify the poles, zeroes, and ROC of the transfer function you obtained 
  in (A). 
 
 C. (10pts) Find the impulse response of this system, 𝒉[𝒏] 
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4.1 HW 1

Local contents
4.1.1 Problem 1.8, Chapter 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
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4.1.6 Problem 1.26, Chapter 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.1.7 key solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.1.1 Problem 1.8, Chapter 1

Express the real part of each of the following signals in the form 𝐴𝑒−𝑎𝑡 cos �𝜔𝑡 + 𝜙�, where
𝐴, 𝑎, 𝜔, 𝜙 are real numbers with 𝐴 > 0 and −𝜋 < 𝜙 ≤ 𝜋: (a) 𝑥1 (𝑡) = −2, (b) 𝑥2 (𝑡) =
√2𝑒𝑗

𝜋
4 cos (3𝑡 + 2𝜋), (c) 𝑥3 (𝑡) = 𝑒−𝑡 sin (3𝑡 + 𝜋), (d) 𝑥4 (𝑡) = 𝑗𝑒�−2+100𝑗�𝑡

Solution

4.1.1.1 part a

𝑥1 (𝑡) = −2

Comparing the above to 𝐴𝑒−𝑎𝑡 cos �𝜔𝑡 + 𝜙� shows that

𝐴 = 2, 𝑎 = 0, 𝜙 = 0,𝜔 = 0, 𝜙 = −𝜋

4.1.1.2 part b

𝑥2 (𝑡) = √2𝑒
𝑗𝜋4 cos (3𝑡 + 2𝜋)

Since cos (3𝑡 + 2𝜋) = cos (3𝑡), the above becomes

𝑥2 (𝑡) = √2𝑒
𝑗𝜋4 cos (3𝑡)

= √2 �cos 𝜋
4
+ 𝑗 sin 𝜋

4
� cos (3𝑡)

= √2 �
1
2√

2 + 𝑗
1
2√

2� cos (3𝑡)

= �1 + 𝑗� cos (3𝑡)

Hence the real part of 𝑥2 (𝑡) is
Re (𝑥2 (𝑡)) = cos (3𝑡)

Comparing the above to 𝐴𝑒−𝑎𝑡 cos �𝜔𝑡 + 𝜙� shows that

𝐴 = 1, 𝑎 = 0, 𝜔 = 3, 𝜙 = 0
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4.1.1.3 part c

𝑥3 (𝑡) = 𝑒−𝑡 sin (3𝑡 + 𝜋)

Since sin (3𝑡 + 𝜋) = cos �3𝑡 + 𝜋 − 𝜋
2
� = cos �3𝑡 + 𝜋

2
�, then the above becomes

𝑥3 (𝑡) = 𝑒−𝑡 cos �3𝑡 + 𝜋
2
�

Comparing the above to 𝐴𝑒−𝑎𝑡 cos �𝜔𝑡 + 𝜙� shows that

𝐴 = 1, 𝑎 = 1, 𝜔 = 3, 𝜙 =
𝜋
2

4.1.1.4 part d

𝑥4 (𝑡) = 𝑗𝑒
�−2+100𝑗�𝑡

= 𝑗𝑒−2𝑡𝑒𝑗100𝑡

But 𝑗 = 𝑒𝑗
𝜋
2 , hence the above becomes

𝑥4 (𝑡) = 𝑒
𝑗𝜋2 𝑒−2𝑡𝑒𝑗100𝑡

= 𝑒−2𝑡𝑒𝑗�100𝑡+
𝜋
2 �

= 𝑒−2𝑡 �cos �100𝑡 + 𝜋
2
� + 𝑗 sin �100𝑡 + 𝜋

2
��

Therefore
Re (𝑥4 (𝑡)) = 𝑒−2𝑡 cos �100𝑡 + 𝜋

2
�

Comparing the above to 𝐴𝑒−𝑎𝑡 cos �𝜔𝑡 + 𝜙� shows that

𝐴 = 1, 𝑎 = 2, 𝜔 = 100, 𝜙 =
𝜋
2

4.1.2 Problem 1.13, Chapter 1

Consider the continuous-time signal 𝑥 (𝑡) = 𝛿 (𝑡 + 2) − 𝛿 (𝑡 − 2). Calculate the value of 𝐸∞ for
the signal 𝑦 (𝑡) = ∫

𝑡

−∞
𝑥 (𝜏) 𝑑𝜏

Solution

𝑦 (𝑡) is first found

𝑦 (𝑡) = �
𝑡

−∞
𝛿 (𝑡 + 2) − 𝛿 (𝑡 − 2) 𝑑𝜏

= �
𝑡

−∞
𝛿 (𝑡 + 2) 𝑑𝜏 −�

𝑡

−∞
𝛿 (𝑡 − 2) 𝑑𝜏
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𝛿 (𝑡 + 2) is an impulse at 𝑡 = −2 and 𝛿 (𝑡 − 2) is an impulse at 𝑡 = 2. Hence is 𝑡 < −2 then the
above is zero. If −2 < 𝑡 < 2 then only the first integral contributes giving 1 and if 𝑡 > 2 then
both integral contribute 1 each, and hence cancel each others giving 𝑦 = 0. Therefore

𝑦 (𝑡) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 𝑡 < −2
1 −2 < 𝑡 < 2
0 𝑡 > 2

Now that 𝑦 (𝑡) is found, its 𝐸∞ can be calculated using the definition

𝐸∞ = �
∞

−∞
�𝑦 (𝑡)�2 𝑑𝑡

= �
2

−2
1𝑑𝑡

= [𝑡]2−2
= 2 + 2

Hence
𝐸∞ = 4

4.1.3 Problem 1.17, Chapter 1

Consider a continuous-time system with input 𝑥(𝑡) and output 𝑦(𝑡) related by 𝑦 (𝑡) = 𝑥 (sin (𝑡)).
(a) Is this system causal? (b) Is this system linear?

Solution

4.1.3.1 Part a

A system is causal if its output at time 𝑡 depends only on current 𝑡 and on past 𝑡 and
not on future 𝑡. Picking 𝑡 = −𝜋, then 𝑦 (−𝜋) = 𝑥 (sin (−𝜋)) = 𝑥 (0). This shows that 𝑦 (−𝜋) =
𝑥 (0). Hence the output depends on input at future time (since 0 > −𝜋). Therefore this
system is not causal.

4.1.3.2 Part b

Let input be 𝑥 (𝑡) = 𝑎1𝑥1 (𝑡) + 𝑎2𝑥2 (𝑡). If the output when the input is 𝑥 (𝑡) is given by 𝑦 (𝑡) =
𝑎1𝑦1 (𝑡) + 𝑎2𝑦2 (𝑡) where 𝑦1 (𝑡) = 𝑥1 (𝑡) and 𝑦2 (𝑡) = 𝑥2 (𝑡) then the system is linear. From the
definition

𝑦 (𝑡) = 𝑥 (sin (𝑡))
= 𝑎1𝑥1 (sin (𝑡)) + 𝑎2𝑥2 (sin (𝑡))

Now, 𝑦1 (𝑡) = 𝑥1 (sin 𝑡) and 𝑦2 (𝑡) = 𝑥2 (sin 𝑡). Hence the above becomes

𝑦 (𝑡) = 𝑥 (sin (𝑡))
= 𝑎1𝑦1 (𝑡) + 𝑎2𝑦2 (𝑡)

Therefore the system is linear.
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4.1.4 Problem 1.21, Chapter 1

A continuous-time signal 𝑥(𝑡) is shown in Figure P1.21. Sketch and label carefully each of
the following signals: (a) 𝑥 (𝑡 − 1). (b) 𝑥 (2 − 𝑡) (c) 𝑥 (2𝑡 + 1) (d) 𝑥 �4 − 𝑡

2
�

Figure 4.1: The function 𝑥(𝑡)

Solution

Looking at the plot, it can be constructed from unit step 𝑢 (𝑡) and ramp function 𝑟 (𝑡) as
follows

𝑥 (𝑡) = −𝑢 (𝑡 + 2) + 𝑟 (𝑡 + 2) − 𝑟 (𝑡 + 1) + 𝑢 (𝑡 + 1) + 𝑢 (𝑡) − 𝑢 (𝑡 − 1) − 𝑟 (𝑡 − 1) + 𝑟 (𝑡 − 2)

Here is an implementation
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-3 -2 -1 1 2 3

-1.0

-0.5

0.5

1.0

1.5

2.0

Figure 4.2: Construction the signal 𝑥(𝑡) from unit step and ramp functions

x[t_] := -UnitStep[t + 2] + Ramp[t + 2] - Ramp[t + 1] +

UnitStep[t + 1] + UnitStep[t] - UnitStep[t - 1] - Ramp[t - 1] + Ramp[t - 2];

p = Plot[x[t], {t, -3, 3}, Exclusions → None,

PlotStyle → Red,

GridLines → Automatic, GridLinesStyle → LightGray];

Figure 4.3: Code for the above

4.1.4.1 Part a

𝑥 (𝑡 − 1) is 𝑥 (𝑡) shifted to right by one unit time. Hence it becomes

𝑥 (𝑡 − 1) = −𝑢 (𝑡 + 1) + 𝑟 (𝑡 + 1) − 𝑟 (𝑡) + 𝑢 (𝑡) + 𝑢 (𝑡 − 1) − 𝑢 (𝑡 − 2) − 𝑟 (𝑡 − 2) + 𝑟 (𝑡 − 3)

-3 -2 -1 1 2 3

-1.0

-0.5

0.5

1.0

1.5

2.0

Figure 4.4: Part (a) plot

x[t_] := -UnitStep[t + 2] + Ramp[t + 2] - Ramp[t + 1] +

UnitStep[t + 1] + UnitStep[t] - UnitStep[t - 1] - Ramp[t - 1] + Ramp[t - 2];

p = Plot[x[t - 1], {t, -3, 3}, Exclusions → None,

PlotStyle → Red, GridLines → Automatic,

GridLinesStyle → LightGray];

Figure 4.5: Code for the above
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4.1.4.2 Part b

𝑥 (2 − 𝑡) = 𝑥 (− (𝑡 − 2))
Hence the signal 𝑥 (𝑡) is first flipped right to left (also called reflection about the 𝑡 = 0 axis)
and the resulting function is then shifted to the right by 2 units. It becomes

𝑥 (2 − 𝑡) = −𝑢 ((2 − 𝑡) + 2) + 𝑟 ((2 − 𝑡) + 2) − 𝑟 ((2 − 𝑡) + 1) + 𝑢 ((2 − 𝑡) + 1) + 𝑢 (2 − 𝑡) − 𝑢 ((2 − 𝑡) − 1) − 𝑟 ((2 − 𝑡) − 1) + 𝑟 ((2 − 𝑡) − 2)
= −𝑢 (4 − 𝑡) + 𝑟 (4 − 𝑡) − 𝑟 (3 − 𝑡) + 𝑢 (3 − 𝑡) + 𝑢 (2 − 𝑡) − 𝑢 (1 − 𝑡) − 𝑟 (1 − 𝑡) + 𝑟 (−𝑡)

The flipped signal is

-2 2 4 6

-1.0

-0.5

0.5

1.0

1.5

2.0

Figure 4.6: Part (b) signal after reflection

Now the above is shifted to the right by 2 units giving

-2 2 4 6

-1.0

-0.5

0.5

1.0

1.5

2.0

Figure 4.7: Part (b) final plot

It also possible to first do the shifting, followed by the reflection. Same output will result.

4.1.4.3 Part c

𝑥 (2𝑡 + 1) = 𝑥 �2 �𝑡 + 1
2
��. The signal is first shifted to the left by 1

2 due to the +1
2 term, and then

the resulting signal is squashed (contraction) by factor of 2. Since the original signal is from
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−1 to 3, then after first shifting it to the left by 0.5 it becomes from −1.5 to 2.5. Hence the
original ramp that went from −2 to −1 now goes from −1.5 to −1 and the line that originally
went from −1 to 0 now goes from −1 to −1

2 (half the length) and so on. This is the result

-2 -1 1 2

-1.0

-0.5

0.5

1.0

1.5

2.0

Figure 4.8: Part (c) plot

ClearAll[x, t];

x[t_] := -UnitStep[t + 2] + Ramp[t + 2] - Ramp[t + 1] +

UnitStep[t + 1] + UnitStep[t] - UnitStep[t - 1] - Ramp[t - 1] + Ramp[t - 2];

p = Plot[x[2 t + 1], {t, -2, 2}, PlotRange → All, Exclusions → None,

PlotStyle → Red, GridLines → Automatic, GridLinesStyle → LightGray];

Figure 4.9: Code for the above

4.1.4.4 Part d

𝑥 �4 − 𝑡
2
� = 𝑥 �− � 𝑡2 − 4�� = 𝑥 �−

1
2
(𝑡 − 8)�. Hence, the signal is first shifted to the right by 8 due

to the −8 term, and then the resulting signal is flipped across the 𝑡 = 0 axis, and then the

resulting signal is stretched (expanded) by factor of 2 due to the multiplication by 1
2 term.

This is the result showing each step

4 6 8 10 12 14 16

-1.0

-0.5

0.5

1.0

1.5

2.0

Shift to right by 8

4 6 8 10 12 14 16

-1.0

-0.5

0.5

1.0

1.5

2.0

Now flip left-to-right

4 6 8 10 12 14 16

-1.0

-0.5

0.5

1.0

1.5

2.0

Now expand by factor of 2

Figure 4.10: Part (d) plot
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4.1.5 Problem 1.22, Chapter 1

A discrete-time signal is shown in Figure P1.22. Sketch and label carefully each of the
following signals (a) 𝑥 [𝑛 − 4] (b) 𝑥 [3 − 𝑛] (c) 𝑥 [3𝑛] (d) 𝑥 [3𝑛 + 1]

Figure 4.11: The function 𝑥[𝑛]

Solution

4.1.5.1 Part a

𝑥 [𝑛 − 4] is 𝑥 [𝑛] shifted to the right by 4 positions. Hence it becomes

-5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8
n

Figure 4.12: Part (a) plot

x[n_] := Piecewise{-1, n ⩵ -4}, -1  2, n ⩵ -3, 1  2, n ⩵ -2,

{1, n ⩵ -1}, {1, n ⩵ 0}, {1, n ⩵ 1}, {1, n ⩵ 2}, 1  2, n ⩵ 3

p = DiscretePlot[x[n - 4], {n, -5, 8}, PlotStyle → {Thick, Red}, AxesLabel → {"n", "x[n]"},

Axes → {True, False}, Ticks → {Range[-5, 8], Automatic}];

Figure 4.13: Code used for the above
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4.1.5.2 Part b

𝑥 [3 − 𝑛] = 𝑥 [− (𝑛 − 3)]. Hence 𝑥[𝑛] is first reflected to obtain 𝑥 [−𝑛] and then the result is
shifted to right by 3. This is the result showing each step

-5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8
n

Original x[n]

-5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8
n

Reflection

-5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8
n

shift to right by 3

Figure 4.14: Part (b) plot
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4.1.5.3 Part c

𝑥 [3𝑛]. Sample at 𝑛 = 0 remains the same. Sample at 𝑛 = −1 gets the value of the sample that
was at −3 which is −1

2 . Sample at 𝑛 = −2 gets the value of the sample that was at 𝑛 = −6
which is zero. Hence for all 𝑛 less than −1 new values are all zero. Same for the right side.
The sample at 𝑛 = 1 gets the value of the sample that was at 3 which is 1

2 and sample at 𝑛 = 2
gets the value of the sample that was at 6 which is 0 and all 𝑛 > 1 are therefore zero. Notice
that this operation causes samples to be lost from the original signal. This is the final result

-5 -4 -3 -2 -1 0 1 2 3 4 5
n

Figure 4.15: Part (c) plot

4.1.5.4 Part d

𝑥 [3𝑛 + 1]. Sample at 𝑛 = 0 gets the value that was at 𝑛 = 1 which is 1. Sample at 𝑛 = −1 gets
the value of the sample that was at −3+ 1 = −2 which is 1

2 . Sample at 𝑛 = −2 gets the value of
the sample that was at 𝑛 = −6 + 1 = −5 which is zero. Hence for all 𝑛 < −1 all values are zero.
Same for the right side. Sample at 𝑛 = 1 gets the value of the sample that was at 3 + 1 = 4
which is 0 and therefore for all 𝑛 > 1 samples are zero. Notice that this operation causes
samples to be lost from the original signal. The result is
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-5 -4 -3 -2 -1 0 1 2 3 4 5
n

Figure 4.16: Part (d) plot

4.1.6 Problem 1.26, Chapter 1

Determine whether or not each of the following discrete-time signals is periodic. If the

signal is periodic, determine its fundamental period (a) sin �67𝜋𝑛 + 1� (b) 𝑥 [𝑛] = cos �𝑛8 − 𝜋�

(c) 𝑥 [𝑛] = cos �𝜋8𝑛
2� (d) 𝑥 [𝑛] = cos �𝜋2𝑛� cos �𝜋4𝑛�

Solution

The signal 𝑥 [𝑛] is periodic, if integer 𝑁 can be found that 𝑥 [𝑛] = 𝑥 [𝑛 + 𝑁] for all 𝑛. Funda-
mental period is the smallest such integer 𝑁.

4.1.6.1 Part a

In this part, 𝑥 [𝑛] = sin �67𝜋𝑛 + 1�. Hence the signal is periodic if

𝑥 [𝑛] = 𝑥 [𝑛 + 𝑁]

sin �
6
7
𝜋𝑛 + 1� = sin �

6
7
𝜋 (𝑛 + 𝑁) + 1�

= sin ��
6
7
𝜋𝑛 + 1� +

6
7
𝜋𝑁�

The above will be true if
6
7
𝜋𝑁 = 2𝜋𝑚

For some integer 𝑚 and 𝑁. This is because sin has 2𝜋 period. This implies that

3
7
=
𝑚
𝑁

Therefore 𝑁 = 7,𝑚 = 3. Since it was possible to find 𝑛,𝑁 integers, then it is periodic. Since
𝑚,𝑁 are relatively prime then 𝑁 = 7 is the fundamental period.
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4.1.6.2 Part b

In this part, 𝑥 [𝑛] = cos �𝑛8 − 𝜋�. Hence the signal is periodic if

𝑥 [𝑛] = 𝑥 [𝑛 + 𝑁]

cos �𝑛
8
− 𝜋� = cos �

𝑛 + 𝑁
8

− 𝜋�

= cos ��
𝑛
8
− 𝜋� +

𝑁
8 �

The above will be true if

𝑁
8
= 2𝜋𝑚

1
16𝜋

=
𝑚
𝑁

For some integer 𝑁,𝑚. It is not possible to find integers 𝑚,𝑁 to satisfy the above since 𝜋 is
an irrational number. Hence not periodic.

4.1.6.3 Part c

𝑥 [𝑛] = cos �𝜋8𝑛
2�. Hence the signal is periodic if

𝑥 [𝑛] = 𝑥 [𝑛 + 𝑁]

cos �𝜋
8
𝑛2� = cos �𝜋

8
(𝑛 + 𝑁)2�

= cos �𝜋
8
�𝑛2 + 𝑁2 + 2𝑛𝑁��

= cos �𝜋
8
𝑛2 +

𝜋
8
�𝑁2 + 2𝑛𝑁��

The above will be true if 𝜋
8
�𝑁2 + 2𝑛𝑁� = 2𝜋𝑚

Need to find smallest integer 𝑁 to satisfy this for all 𝑛. Choosing 𝑁 = 8 the above becomes

𝜋
8
(64 + 16𝑛) = 𝑚 (2𝜋)

8𝜋 + 2𝑛𝜋 = 𝑚 (2𝜋)

Hence for all 𝑛, 𝑁 = 8 satisfies the equation (since 𝑚 is arbitrary integer). Therefore it is
periodic and fundamental period 𝑁 = 8.
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4.1.6.4 Part d

Using cos𝐴 cos𝐵 = 1
2
(cos (𝐴 + 𝐵) + cos (𝐴 − 𝐵)) then

cos �𝜋
2
𝑛� cos �𝜋

4
𝑛� =

1
2
�cos �𝜋

2
𝑛 +

𝜋
4
𝑛� + cos �𝜋

2
𝑛 −

𝜋
4
𝑛��

=
1
2 �

cos �
3𝜋
4
𝑛� + cos �𝜋

4
𝑛��

Considering each signal separately. 𝑥 [𝑛] = cos �3𝜋4 𝑛�. This is periodic if

𝑥 [𝑛] = 𝑥 [𝑛 + 𝑁]

cos �
3𝜋
4
𝑛� = cos �

3𝜋
4
(𝑛 + 𝑁)�

= cos ��
3𝜋
4
𝑛� +

3𝜋
4
𝑁�

The above will be true if

3𝜋
4
𝑁 = 2𝜋𝑚

3
8
=
𝑚
𝑁

It was possible to find integers 𝑁,𝑚 to satisfy this, where period 𝑁 = 8. Considering the

second signal 𝑥 [𝑛] = cos �𝜋4𝑛�. This is periodic if

𝑥 [𝑛] = 𝑥 [𝑛 + 𝑁]

cos �𝜋
4
𝑛� = cos �𝜋

4
(𝑛 + 𝑁)�

= cos ��𝜋
4
𝑛� +

𝜋
4
𝑁�

The above will be true if

𝜋
4
𝑁 = 2𝜋𝑚

1
8
=
𝑚
𝑁

It was possible to find integers 𝑁,𝑚 to satisfy this, where period 𝑁 = 8. Therefore both
signals periodic with same period, the sum is therefore periodic and the fundamental period
is 𝑁 = 8.
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4.1.7 key solution

HW 1 Solutions
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4.2 HW 2

Local contents
4.2.1 Problem 2.1, Chapter 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.2.2 Problem 2.6, Chapter 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.2.3 Problem 2.11, Chapter 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.2.4 Problem 2.24, Chapter 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.2.5 Problem 2.32, Chapter 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.2.6 Problem 2.42, Chapter 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
4.2.7 key solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

4.2.1 Problem 2.1, Chapter 2

Let 𝑥 [𝑛] = 𝛿 [𝑛]+ 2𝛿 [𝑛 − 1] − 𝛿 [𝑛 − 3] and ℎ [𝑛] = 2𝛿 [𝑛 + 1]+2𝛿 [𝑛 − 1]. Compute and plot each
of the following convolutions (a) 𝑦1 [𝑛] = 𝑥 [𝑛] ⊛ ℎ [𝑛] (b) 𝑦2 [𝑛] = 𝑥 [𝑛 + 2] ⊛ ℎ [𝑛]

Solution

4.2.1.1 Part a

The following is plot of 𝑥 [𝑛] , ℎ [𝑛]

0 0 0

1

2

0

-1

0

-3 -2 -1 0 1 2 3 4

x[n]

0 0

2

0

2

0 0

-3 -2 -1 0 1 2 3

h[n]

Figure 4.17: Plot of 𝑥[𝑛], ℎ[𝑛]
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x[n_] := If[n ⩵ 0, 1, 0];

p1 = DiscretePlot[x[n] + 2 x[n - 1] - x[n - 3], {n, -3, 4},

Axes → {True, False},

PlotRangePadding → 0.25, PlotLabel → "x[n]",

ImageSize → 300,

PlotStyle → {Thick, Red},

LabelingFunction → Above,

AspectRatio → Automatic,

PlotRange → {Automatic, {-1, 2}}];

p2 = DiscretePlot[2 x[n + 1] + 2 x[n - 1], {n, -3, 3},

Axes → {True, False},

PlotRangePadding → 0.25,

LabelingFunction → Above,

PlotStyle → {Thick, Red},

PlotRangePadding → 2,

PlotLabel → "h[n]",

ImageSize → 300,

AspectRatio → Automatic,

PlotRange → {Automatic, {0, 2}}];

p = Grid[{{p1, p2}}, Spacings → {1, 1}, Frame → All, FrameStyle → LightGray];

Figure 4.18: Code used for the above

Linear convolution is done by flipping ℎ [𝑛] (reflection), then shifting the now flipped ℎ [𝑛] one
step to the right at a time. Each step the corresponding entries of ℎ [𝑛] and 𝑥 [𝑛] are multiplied
and added. This is done until no overlapping between the two sequences. Mathematically
this is the same as

𝑦 [𝑛] =
∞
�
𝑘=−∞

𝑥 [𝑘] ℎ [𝑛 − 𝑘]

Since 𝑥 [𝑛] length is 3 and 𝑥 [𝑛] = 0 for 𝑛 < 0 then the sum is

𝑦 [𝑛] =
3
�
𝑘=0

𝑥 [𝑘] ℎ [𝑛 − 𝑘]

For 𝑛 = −1

𝑦 [−1] =
3
�
𝑘=0

𝑥 [𝑘] ℎ [−1 − 𝑘]

= 𝑥 [0] ℎ [−1] + 𝑥 [1] ℎ [0] + 𝑥 [2] ℎ [1] + 𝑥 [3] ℎ [2]
= (1) (2) + (2) (0) + (0) (2) + (−1) (0)
= 2
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For 𝑛 = 0

𝑦 [0] =
3
�
𝑘=0

𝑥 [𝑘] ℎ [−𝑘]

= 𝑥 [0] ℎ [0] + 𝑥 [1] ℎ [−1] + 𝑥 [2] ℎ [−2] + 𝑥 [3] ℎ [−3]
= 0 + (2) (2) + 0 + 0
= 4

For 𝑛 = 1

𝑦 [1] =
3
�
𝑘=0

𝑥 [𝑘] ℎ [1 − 𝑘]

= 𝑥 [0] ℎ [1] + 𝑥 [1] ℎ [0] + 𝑥 [2] ℎ [−1] + 𝑥 [3] ℎ [−2]
= (1) (2) + (2) (0) + (0) (1) + (−1) (0)
= 2

For 𝑛 = 2

𝑦 [2] =
3
�
𝑘=0

𝑥 [𝑘] ℎ [2 − 𝑘]

= 𝑥 [0] ℎ [2] + 𝑥 [1] ℎ [1] + 𝑥 [2] ℎ [0] + 𝑥 [3] ℎ [−1]
= (1) (0) + (2) (2) + (0) (0) + (−1) (2)
= 2

For 𝑛 = 3

𝑦 [3] =
3
�
𝑘=0

𝑥 [𝑘] ℎ [3 − 𝑘]

= 𝑥 [0] ℎ [3] + 𝑥 [1] ℎ [2] + 𝑥 [2] ℎ [1] + 𝑥 [3] ℎ [0]
= (1) (0) + (2) (0) + (0) (2) + (−1) (2)
= 0

For 𝑛 = 4

𝑦 [4] =
3
�
𝑘=0

𝑥 [𝑘] ℎ [4 − 𝑘]

= 𝑥 [0] ℎ [4] + 𝑥 [1] ℎ [3] + 𝑥 [2] ℎ [2] + 𝑥 [3] ℎ [1]
= (1) (0) + (2) (0) + (0) (2) + (−1) (2)
= −2

All higher 𝑛 values give 𝑦 [𝑛] = 0. Therefore

𝑦1 [𝑛] = 2𝛿 [𝑛 + 1] + 4𝛿 [𝑛] + 2𝛿 [𝑛 − 1] + 2𝛿 [𝑛 − 2] − 2𝛿 [𝑛 − 4]
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2

4

2 2

0

-2

-1 0 1 2 3 4

y[n]

Figure 4.19: Plot of 𝑦[𝑛]

4.2.1.2 Part b

First 𝑥 [𝑛] is shifted to the left by 2 to obtain 𝑥 [𝑛 + 2] and the result is convolved with ℎ [𝑛]

The following is plot of 𝑥 [𝑛 + 2] , ℎ [𝑛]

0

1

2

0

-1

0 0

-3 -2 -1 0 1 2 3

x[n]

0 0

2

0

2

0 0

-3 -2 -1 0 1 2 3

h[n]

Figure 4.20: Plot of 𝑥[𝑛 + 2], ℎ[𝑛]

Since Linear time invariant system, then shifted input convolved with ℎ [𝑛] will give the
shifted output found in part (a). Hence 𝑦2 [𝑛] = 𝑦1 [𝑛 + 2]. Hence

𝑦2 [𝑛] = 2𝛿 [𝑛 + 3] + 4𝛿 [𝑛 + 2] + 2𝛿 [𝑛 + 1] + 2𝛿 [𝑛] − 2𝛿 [𝑛 − 2]

To show this explicitly, the convolution of shifted input is now computed directly. Linear
convolution is

𝑦 [𝑛] =
∞
�
𝑘=−∞

𝑥 [𝑘] ℎ [𝑛 − 𝑘]
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Since 𝑥 [𝑛 + 2] length is 3 and 𝑥 [𝑛] = 0 for 𝑛 < −2 then the sum is

𝑦 [𝑛] =
1
�
𝑘=−2

𝑥 [𝑘] ℎ [𝑛 − 𝑘]

For 𝑛 = −3

𝑦 [−3] =
1
�
𝑘=−2

𝑥 [𝑘] ℎ [−3 − 𝑘]

= 𝑥 [−2] ℎ [−1] + 𝑥 [−1] ℎ [−2] + 𝑥 [0] ℎ [−3] + 𝑥 [1] ℎ [−4]
= (1) (2) + (2) (0) + (0) (0) + (−1) (0)
= 2

For 𝑛 = −2

𝑦 [−2] =
1
�
𝑘=−2

𝑥 [𝑘] ℎ [−2 − 𝑘]

= 𝑥 [−2] ℎ [0] + 𝑥 [−1] ℎ [−1] + 𝑥 [0] ℎ [−2] + 𝑥 [1] ℎ [−3]
= (1) (0) + (2) (2) + 0 + (−1) (0)
= 4

For 𝑛 = −1

𝑦 [−1] =
1
�
𝑘=−2

𝑥 [𝑘] ℎ [−1 − 𝑘]

= 𝑥 [−2] ℎ [1] + 𝑥 [−1] ℎ [0] + 𝑥 [0] ℎ [−1] + 𝑥 [1] ℎ [−2]
= (1) (2) + (2) (0) + 0 + (−1) (0)
= 2

For 𝑛 = 0

𝑦 [0] =
1
�
𝑘=−2

𝑥 [𝑘] ℎ [0 − 𝑘]

= 𝑥 [−2] ℎ [2] + 𝑥 [−1] ℎ [1] + 𝑥 [0] ℎ [0] + 𝑥 [1] ℎ [−1]
= (1) (0) + (2) (2) + 0 + (−1) (2)
= 2

For 𝑛 = 1

𝑦 [1] =
1
�
𝑘=−2

𝑥 [𝑘] ℎ [1 − 𝑘]

= 𝑥 [−2] ℎ [3] + 𝑥 [−1] ℎ [2] + 𝑥 [0] ℎ [1] + 𝑥 [1] ℎ [0]
= (1) (0) + (2) (2) + 0 + (−1) (0)
= 4
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For 𝑛 = 2

𝑦 [2] =
1
�
𝑘=−2

𝑥 [𝑘] ℎ [2 − 𝑘]

= 𝑥 [−2] ℎ [4] + 𝑥 [−1] ℎ [3] + 𝑥 [0] ℎ [2] + 𝑥 [1] ℎ [1]
= (1) (0) + (2) (0) + 0 + (−1) (2)
= −2

Hence
𝑦 [𝑛] = 2𝛿 [𝑛 + 3] + 4𝛿 [𝑛 + 2] + 2𝛿 [𝑛 + 1] + 2𝛿 [𝑛] − 2𝛿 [𝑛 − 2]

Which is the shifted output found in part (a)

4.2.2 Problem 2.6, Chapter 2

Compute and plot the convolution 𝑦 [𝑛] = 𝑥 [𝑛] ⊛ ℎ [𝑛] where 𝑥 [𝑛] = �1
3
�
−𝑛
𝑢 [−𝑛 − 1] and

ℎ [𝑛] = 𝑢 [𝑛 − 1]

Solution

It is easier to do this using graphical method. 𝑦 [𝑛] = ∑∞
𝑘=−∞ 𝑥 [𝑘] ℎ [𝑛 − 𝑘]. We could either

flip and shift 𝑥 [𝑛] or ℎ [𝑛]. Let us flip and shift ℎ [𝑛]. This below is the result for 𝑛 = 0 when
ℎ [𝑛 − 𝑘] and 𝑥 [𝑘] are plotted on top of each others

n=0

1

81

1

27

1

9

1

3

0 0 0

-4 -3 -2 -1 0 1 2

x[k]

1 1 1 1

0 0 0

-4 -3 -2 -1 0 1 2

h[n-k]

Figure 4.21: Convolution sum for 𝑛 = 0

By multiplying corresponding values and summing the result can be seen to be ∑∞
𝑘=1 �

1
3
�
𝑘
.
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Let 𝑟 = 1
3 then this sum is �∑∞

𝑘=0 𝑟
𝑘� − 1 But ∑∞

𝑘=0 𝑟
𝑘 = 1

1−𝑟 since 𝑟 < 1. Therefore

∞
�
𝑘=1

�
1
3�

𝑘

=
1

1 − 1
3

− 1

=
3

3 − 1
− 1

=
3
2
− 1

=
1
2

Hence 𝑦 [0] = 1
2 . Now, the signal ℎ [𝑛 − 𝑘] is shifted to the right by 1 then 2 then 3 and so on.

This gives 𝑦 [1] , 𝑦 [2] ,⋯. Each time, the same sum result which is 1
2 . Here is a diagram for

𝑛 = 1 and 𝑛 = 2 for illustration

n=1

1

81

1

27

1

9

1

3

0 0 0

-4 -3 -2 -1 0 1 2

x[k]

1 1 1 1 1

0 0

-4 -3 -2 -1 0 1 2

h[n-k]

Figure 4.22: Convolution sum for 𝑛 = 1

103



4.2. HW 2 CHAPTER 4. HWS

n=2

1

81

1

27

1

9

1

3

0 0 0

-4 -3 -2 -1 0 1 2

x[k]

1 1 1 1 1 1

0

-4 -3 -2 -1 0 1 2

h[n-k]

Figure 4.23: Convolution sum for 𝑛 = 2

Therefore 𝑦 [𝑛] = 1
2 for 𝑛 ≥ 0. Now we will look to see what happens when ℎ [−𝑘] is shifted to

the left. For 𝑛 = −1 this is the result

n=-1

1

81

1

27

1

9

1

3

0 0 0

-4 -3 -2 -1 0 1 2

x[k]

1 1 1

0 0 0 0

-4 -3 -2 -1 0 1 2

h[n-k]

Figure 4.24: Convolution sum for 𝑛 = −1

When multiplying the corresponding elements and adding, now the element 1
3 is multiplied

by a zero and not by 1. Hence the sum becomes �∑∞
𝑘=1 �

1
3
�
𝑘
� −

1
3 which is 1

2 −
1
3 =

1
6 = �

1
2
� �1

3
�.

Therefore 𝑦 [−1] = 1
6 . When ℎ [−𝑘] is shifted to the left one more step, it gives 𝑦 [−2] which is
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n=-2

1

81

1

27

1

9

1

3

0 0 0

-4 -3 -2 -1 0 1 2

x[k]

1 1

0 0 0 0 0

-4 -3 -2 -1 0 1 2

h[n-k]

Figure 4.25: Convolution sum for 𝑛 = −2

We see from the above diagram that now 1
3 and

1
9 do not contribute to the sum since both

are multiplied by zero. This means 𝑦 [−2] = �∑∞
𝑘=1 �

1
3
�
𝑘
� − �

1
3 +

1
9
� = 1

2 − �
1
3 +

1
9
� = 1

18 = �
1
2
� �1

9
�.

Each time ℎ [−𝑘] is shifted to the left by one, the sum reduces. From the above we see that

𝑦 [−1] = �
1
2� �

1
3�

𝑦 [−2] = �
1
2� �

1
32 �

Hence by extrapolation the pattern is

𝑦 [−𝑛] = �
1
2� �

1
3−𝑛 �

=
3𝑛

2
Therefore the final result is

𝑦 [𝑛] =

⎧⎪⎪⎨
⎪⎪⎩

1
2 𝑛 ≥ 0
3𝑛

2 𝑛 < 0

Here is plot of 𝑦 [𝑛] = 𝑥 [𝑛] ⊛ ℎ [𝑛] given by the above

1

162

1

54

1

18

1

6

1

2

1

2

1

2

1

2

1

2

-4 -2 0 2 4
n

Figure 4.26: Plot of 𝑦[𝑛]
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4.2.3 Problem 2.11, Chapter 2

Let 𝑥 (𝑡) = 𝑢 (𝑡 − 3) − 𝑢 (𝑡 − 5) and ℎ (𝑡) = 𝑒−3𝑡𝑢 (𝑡). (a) compute 𝑦 (𝑡) = 𝑥 (𝑡) ⊛ ℎ (𝑡). (b) Compute
𝑔 (𝑡) = 𝑑𝑥

𝑑𝑡 ⊛ ℎ (𝑡). (c) How is 𝑔 (𝑡) related to 𝑦 (𝑡)?

Solution

4.2.3.1 Part (a)

It is easier to do this using graphical method. This is plot of 𝑥 (𝑡) and ℎ (𝑡).

3 5

0.2

0.4

0.6

0.8

1.0

-1 1 2 3

0.2

0.4

0.6

0.8

1.0

Figure 4.27: Plot 𝑥(𝑡) and ℎ(𝑡)

p1 = PlotUnitStep[t - 3] - UnitStep[t - 5], {t, -3, 6},

Exclusions → None, AxesLabel → {MaTeX["\\tau"], MaTeX["x(\\tau)"]},

BaseStyle → 12, Ticks → {{3, 5}, Automatic};

p2 = Plot[Exp[-3 t] UnitStep[t], {t, -1, 3}, AxesLabel → {MaTeX["\\tau"], MaTeX["h(\\tau)"]},

BaseStyle → 12, PlotRange → All];

p = Grid[{{p1, p2}}];

Figure 4.28: Code used for the above plot

The next step is to fold one of the signals and then slide it to the right. We can folder either
𝑥 (𝑡) or ℎ (𝑡). Let us fold 𝑥 (𝑡). Hence the integral is

𝑦 (𝑡) = �
∞

−∞
𝑥 (𝑡 − 𝜏) ℎ (𝜏) 𝑑𝜏

If we have chosen to fold ℎ (𝑡) instead, then the integral would have been

𝑦 (𝑡) = �
∞

−∞
𝑥 (𝜏) ℎ (𝑡 − 𝜏) 𝑑𝜏

This is the result after folding (reflection) of 𝑥 (𝑡)
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-5 -3

0.2

0.4

0.6

0.8

1.0

-1 1 2 3

0.2

0.4

0.6

0.8

1.0

Figure 4.29: Folding 𝑥(𝑡)

Next we label each edge of the folded signal before shifting it to the right as follows

0.5

1.0

1.5

-1 1 2 3

0.2

0.4

0.6

0.8

1.0

Figure 4.30: Folding 𝑥(𝑡) and labeling the edges

We see from the above that for 𝑡 − 3 < 0 or for 𝑡 < 3 the integral is zero since there is no
overlapping between the folded 𝑥 (𝜏) and ℎ (𝜏). As we slide the folded 𝑥 (𝜏) more to the right,
we end up with 𝑥 (𝜏) partially under ℎ (𝜏) like this

0.5

1.0

1.5

Figure 4.31: Shifting 𝑥(𝜏) to the right, partially inside

From the above, we see that for 0 < 𝑡 − 3 < 2 (since 2 is the width of 𝑥 (𝜏) ) or for 3 < 𝑡 < 5,
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then the overlap is partial. Hence the integral now becomes

𝑦 (𝑡) = �
𝑡−3

0
𝑥 (𝑡 − 𝜏) ℎ (𝜏) 𝑑𝜏 3 < 𝑡 ≤ 5

= �
𝑡−3

0
𝑒−3𝜏𝑑𝜏

=
−1
3
�𝑒−3𝜏�

𝑡−3

0

=
−1
3
�𝑒−3(𝑡−3) − 1�

=
1
3
�1 − 𝑒−3(𝑡−3)�

The next step is when folded 𝑥 (𝜏) is fully inside ℎ (𝜏) as follows

0.5

1.0

1.5

Figure 4.32: Shifting 𝑥(𝜏) to the right, fully inside

From the above, we see that for 0 < 𝑡 − 5 or 𝑡 > 5, then the overlap is complete. Hence the
integral now becomes

𝑦 (𝑡) = �
𝑡−3

𝑡−5
𝑥 (𝑡 − 𝜏) ℎ (𝜏) 𝑑𝜏 5 < 𝑡 ≤ ∞

= �
𝑡−3

𝑡−5
𝑒−3𝜏𝑑𝜏

=
−1
3
�𝑒−3𝜏�

𝑡−3

𝑡−5

=
−1
3
�𝑒−3(𝑡−3) − 𝑒−3(𝑡−5)�

=
1
3
�𝑒−3(𝑡−5) − 𝑒−3(𝑡−3)�

The above result 𝑦 (𝑡) = 1
3
�𝑒−3(𝑡−5) − 𝑒−3(𝑡−3)� can be rewritten as 1

3
��1 − 𝑒−6� 𝑒−3(𝑡−5)� if needed
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to match the book. Therefore the final answer is

𝑦 (𝑡) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 −∞ < 𝑡 ≤ 3
1
3
�1 − 𝑒−3(𝑡−3)� 3 < 𝑡 ≤ 5

1
3
�𝑒−3(𝑡−5) − 𝑒−3(𝑡−3)� 5 < 𝑡 ≤ ∞

Here is a plot of the above

2 4 6

0.05

0.10

0.15

0.20

0.25

0.30

0.35

Figure 4.33: 𝑦(𝑡)

y[t_] := Piecewise{0, t < 3}, 1  3 1 - Exp-3 t - 3, 3 < t < 5,

1  3 Exp-3 t - 5 - Exp-3 t - 3, t > 5;

p = Plot[y[t], {t, -1, 7}, AxesLabel → {MaTeX["t"], MaTeX["y(t)"]},

PlotStyle → Red, GridLines → Automatic, GridLinesStyle → LightGray];

Figure 4.34: Code for the above
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4.2.4 Problem 2.24, Chapter 2

Chap. 2 Problems 143 

h(t) 

-1 

(a) 

···t t t t { t t t t t t··· 
- 2T - T 0 T 2T 3T 

(b) Figure P2.23 

2.24. Consider the cascade interconnection of three causal LTI systems, illustrated in Fig
ure P2.24(a). The impulse response h2[n] is 

h2[n] = u[n] - u[n - 2], 

and the overall impulse response is as shown in Figure P2.24(b ). 

x[n] y[n] 

(a) 

• • -1 0 1 2 3 4 5 6 7 n 

(b) Figure P2.24 

(a) Find the impulse response h1 [n]. 
(b) Find the response of the overall system to the input 

x[n] = o[n] - o[n- 1]. 

Figure 4.35: Problem description

Solution

4.2.4.1 Part a

The impulse response ℎ [𝑛] is given. This is the response when the input is 𝑥 [𝑛] = 𝛿 [0].
Hence

ℎ [𝑛] = ℎ1 [𝑛] ⊛ (ℎ2 [𝑛] ⊛ ℎ2 [𝑛])
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But ℎ2 [𝑛] is given as ℎ2 [𝑛] = 𝛿 [0] + 𝛿 [1]. Hence, let 𝐻[𝑛] = ℎ2 [𝑛] ⊛ ℎ2 [𝑛], therefore

𝐻[𝑛] =
∞
�
𝑘=−∞

ℎ2 [𝑘] ℎ2 [𝑛 − 𝑘]

=
2
�
𝑘=−1

ℎ2 [𝑘] ℎ2 [𝑛 − 𝑘]

For 𝑛 = 0.

𝐻[0] =
0
�
𝑘=−1

ℎ2 [𝑘] ℎ2 [−𝑘]

= ℎ2 [−1] ℎ2 [1] + ℎ2 [0] ℎ2 [0]
= 0 + 1
= 1

For 𝑛 = 1.

𝐻[1] =
0
�
𝑘=−1

ℎ2 [𝑘] ℎ2 [1 − 𝑘]

= ℎ2 [−1] ℎ2 [0] + ℎ2 [0] ℎ2 [1]
= 0 + 2
= 2

For 𝑛 = 2.

𝐻 [2] =
0
�
𝑘=−1

ℎ2 [𝑘] ℎ2 [2 − 𝑘]

= ℎ2 [−1] ℎ2 [3] + ℎ2 [0] ℎ2 [2]
= 0 + 1
= 1

And zero for all other 𝑛. Hence

𝐻[𝑛] = ℎ2 [𝑛] ⊛ ℎ2 [𝑛]
= 𝛿 [𝑛] + 2𝛿 [𝑛 − 1] + 𝛿 [𝑛 − 2]

0

1

2

1

0 0 0

-1 0 1 2 3 4 5
n

Figure 4.36: Plot of ℎ2[𝑛] ⊛ ℎ2[𝑛]
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h[n_] := DiscreteDelta[n] + 2 DiscreteDelta[n - 1] + DiscreteDelta[n - 2];

p = DiscretePlot[h[n], {n, -1, 5}, LabelingFunction → Above,

Axes → {True, False}, AxesLabel → {"n", None}];

Figure 4.37: Code for the above

Now we need to find ℎ1 [𝑛] given that ℎ1 [𝑛]⊛𝐻 [𝑛] is what is shown in the problem. We do not
know ℎ1 [𝑛]. so let us assume it is the sequence {ℎ1 [0] , ℎ2 [0] ,⋯}. Then by doing convolution
by folding ℎ1 [𝑛] and then sliding it to the right one step at a time, we obtain the following
relations for each 𝑛.

𝑛 = 0 ℎ1 [0]𝐻1 [0] = 1 and since 𝐻1 [0] = 1 then ℎ1 [0] = 1

𝑛 = 1 ℎ1 [1]𝐻1 [0] + ℎ1 [0]𝐻1 [1] = 5 and since 𝐻1 [0] = 1,𝐻1 [1] = 2 then ℎ1 [1] + 2ℎ1 [0] = 5. But
ℎ1 [0] = 1 found above. Hence ℎ1 [1] + 2 = 5 or ℎ1 [1] = 3

𝑛 = 2 ℎ1 [2]𝐻1 [0]+ℎ1 [1]𝐻1 [1]+ℎ1 [0]𝐻1 [2] = 10 and since 𝐻1 [0] = 1,𝐻1 [1] = 2,𝐻1 [2] = 1 then
ℎ1 [2] + 2ℎ1 [1] + ℎ1 [0] = 10. But ℎ1 [0] = 1, ℎ1 [1] = 3 found above. Hence ℎ1 [2] + (2) (3) + 1 = 10
or ℎ1 [2] = 3

𝑛 = 3 ℎ1 [3]𝐻1 [0]+ℎ1 [2]𝐻1 [1]+ℎ1 [1]𝐻1 [2] = 11 and since 𝐻1 [0] = 1,𝐻1 [1] = 2,𝐻1 [2] = 1 then
ℎ1 [3] + 2ℎ1 [2] + ℎ1 [1] = 11. But ℎ1 [2] = 3, ℎ1 [1] = 3 found above. Hence ℎ1 [3] + (2) (3) + 3 = 11
or ℎ1 [3] = 2

𝑛 = 4 ℎ1 [4]𝐻1 [0]+ℎ1 [3]𝐻1 [1]+ℎ1 [2]𝐻1 [2] = 8 and since 𝐻1 [0] = 1,𝐻1 [1] = 2,𝐻1 [2] = 1 then
ℎ1 [4] + 2ℎ1 [3] + ℎ1 [2] = 8. But ℎ1 [3] = 2, ℎ1 [2] = 3 found above. Hence ℎ1 [4] + 2 (2) + 3 = 8 or
ℎ1 [4] = 1

𝑛 = 5 ℎ1 [5]𝐻1 [0]+ℎ1 [4]𝐻1 [1]+ℎ1 [3]𝐻1 [2] = 4 and since 𝐻1 [0] = 1,𝐻1 [1] = 2,𝐻1 [2] = 1 then
ℎ1 [5] + 2ℎ1 [4] + ℎ1 [3] = 4. But ℎ1 [4] = 1, ℎ1 [3] = 2 found above. Hence ℎ1 [5] + 2 (1) + 2 = 4 or
ℎ1 [5] = 0

And since the output is zero for 𝑛 > 5 then ℎ1 [𝑛] = 0 for all 𝑛 > 5. Therefore

ℎ1 [𝑛] = 𝛿 [𝑛] + 3𝛿 [𝑛 − 1] + 3𝛿 [𝑛 − 2] + 2𝛿 [𝑛 − 3] + 𝛿 [𝑛 − 4]
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0

1

3 3

2

1

0 0 0

0 2 4 6
n

Figure 4.38: Plot of ℎ1[𝑛]

h[n_] := DiscreteDelta[n] + 3 DiscreteDelta[n - 1] +

3 DiscreteDelta[n - 2] + 2 DiscreteDelta[n - 3] + DiscreteDelta[n - 4];

p = DiscretePlot[h[n], {n, -1, 7}, LabelingFunction → Above,

Axes → {True, False}, AxesLabel → {"n", None}];

Figure 4.39: Code for the above

4.2.4.2 Part b

When the input is 𝑥 [𝑛] = 𝛿 [𝑛] − 𝛿 [𝑛 − 1] then response is given by 𝑦 [𝑛] = ∑∞
𝑘=−∞ 𝑥 [𝑘] ℎ [𝑛 − 𝑘]

where ℎ [𝑛] is the impulse response given in the problem P2.24 diagram. Hence we need to
convolve the following two signals

0

1

-1

0 0

-1 0 1 2 3
n

x[n]

0
1

5

10
11

8

4

1
0

0 2 4 6
n

h[n]

Figure 4.40: Plot of 𝑥[𝑛], ℎ[𝑛]

By folding 𝑥 [𝑛] and then shift it one step at a time, we see that we obtain the following
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-1

1

0 0 0

-1 0 1 2 3
n

x[n]

0
1

5

10
11

8

4

1
0

0 2 4 6
n

h[n]

Figure 4.41: Plot of 𝑥[𝑛], ℎ[𝑛]

𝑛 = 0 (1) (1) = 1

𝑛 = 1 (−1) (1) + (1) (5) = 4

𝑛 = 2 (−1) (5) + (1) (10) = 5

𝑛 = 3 (−1) (10) + (1) (11) = 1

𝑛 = 4 (−1) (11) + (1) (8) = −3

𝑛 = 5 (−1) (8) + (1) (4) = −4

𝑛 = 6 (−1) (4) + (1) (1) = −3

𝑛 = 7 (−1) (1) + (1) (0) = −1

𝑛 = 8 (−1) (0) + (1) (0) = 0

And zero for all 𝑛 > 7. This is plot of 𝑦 [𝑛]

0

1

4

5

1

-3

-4

-3

-1

0 0

-1 0 1 2 3 4 5 6 7 8 9

Figure 4.42: Plot of 𝑦[𝑛]
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4.2.5 Problem 2.32, Chapter 2

Solution

Chap.2 Problems 

(e) h(t) = e-61tl 
(0 h(t) = te-t u(t) 
(g) h(t) = (2e-t - e(t-IOO)!IOO)u(t) 

2.30. Consider the first -order difference equation 

y[n] + 2y[n - 1] = x[n]. 

145 

Assuming the condition of initial rest (i.e., if x[n] = 0 for n < n0 , then y[n] = 0 for 
n < n0 ), find the impulse response of a system whose input and output are related by 
this difference equation. You may solve the problem by rearranging the difference 
equation so as to express y[n] in terms of y[n -1] and x[n] and generating the values 
of y[O], y[ + 1 ], y[ + 2], ... in that order. 

2.31. Consider the LTI system initially at rest and described by the difference equation 

y[n] + 2y[n - 1] = x[n] + 2x[n - 2]. 

Find the response of this system to the input depicted in Figure P2.31 by solving the 
difference equation recursively. 

x[n] 

••••• 
1T

2(J J rr\ •••• 
-2-1 o 12 34 n FigureP2.31 

2.32. Consider the difference equation 

1 
y[n] -

2
y[n- 1] = x[n], (P2.32-1) 

and suppose that 

x[n] = (~ )" u[n]. (P2.32-2) 

Assume that the solution y[n] consists of the sum of a particular solution Yp[n] to 
eq. (P2.32-l) and a homogeneous solution Yh[n] satisfying the equation 

1 
Yh[n]- 2Yh[n- 1] = 0. 

(a) Verify that the homogeneous solution is given by 

Yh[n] = AG)" 
(b) Let us consider obtaining a particular solution Yp[n] such that 

1 (1 )n Yp[n]-
2

Yp[n- 1] = 3 u[n]. 

146 Linear Time-Invariant Systems Chap.2 

By assuming that Yp[n] is of the form B( * )'1 for n 2: 0, and substituting this in 
the above difference equation, determine. the value of B. 

(c) Suppose that the LTI system described by eq. (P2.32-1) and initially at rest has 
as its input the signal specified by eq. (P2.32-2). Since x[n] = 0 for n < 0, we 
have that y[n] = 0 for n < 0. Also, from parts (a) and (b) we have that y[n] 
has the form 

(1)11 (1)11 

y[n] =A "2 + B "3 

for n :::::: 0. In order to solve for the unknown constant A, we must specify a value 
for y[n] for some n 2: 0. Use the condition of initial rest and eqs. (P2.32-1) 
and (P2.32-2) to determine y[O]. From this value determine the constant A. The 
result of this calculation yields the solution to the difference equation (P2.32-1) 
under the condition of initial rest, when the input is given by eq. (P2.32-2). 

2.33. Consider a system whose input x(t) and output y(t) satisfy the first-order differential 
equation 

dy(t) 
-----;[( + 2y(t) = x(t). (P2.33-1) 

The system also satisfies the condition of initial rest. 
(a) (i) Determine the system output y 1 (t) when the input is x 1 (t) = e3

t u(t). 
(ii) Determine the system output y2(t) when the input is x2(t) = e2t u(t). 
(iii) Determine the system output y3(t) when the input is x3(t) = ae3t u(t) + 

{3e2tu(t), where a and {3 are real numbers. Show that y3(t) = ay1 (t) + 
{3 Y2(t). 

(iv) Now let x 1 (t) and x2(t) be arbitrary signals such that 

(b) (i) 
(ii) 

(iii) 

x 1(t) = 0, fort< t1, 

x2(t) = 0, fort < t2. 

Letting Y1 (t) be the system output for input x 1 (t), y2(t) be the system output 
for input x2(t), and y3(t) be the system output for x3(t) = ax1 (t) + {3x2(t), 
show that 

y3(t) = ay1 (t) + {3 Y2(t). 

We may therefore conclude that the system under consideration is linear. 
Determine the system output y 1 (t) when the input is x 1 (t) = K e2t u(t). 
Determine the system output y2(t) when the input is x2(t) = K e2(t-T) 
u(t - T). Show that Y2(t) = Y1 (t - T). 
Now let x1 (t) be an arbitrary signal such that x 1 (t) = 0 fort < t0 . Letting 
Y! (t) be the system output for input x1 (t) and y2(t) be the system output 
for x2(t) = x 1 (t - T), show that 

Y2(t) = Y! (t - T). 

Figure 4.43: Problem description
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4.2.5.1 Part a

Substituting 𝑦ℎ [𝑛] = 𝐴 �
1
2
�
𝑛
into the di�erence equation 𝑦ℎ [𝑛] −

1
2𝑦ℎ [𝑛 − 1] = 0 gives

𝐴�
1
2�

𝑛

−
1
2
𝐴 �

1
2�

𝑛−1

= 0

Since 𝐴 ≠ 0, the above simplifies to

1
2𝑛
−
1
2 �

1
2𝑛−1 �

= 0

1
2𝑛
−
1
2𝑛
= 0

0 = 0

Verified OK.

4.2.5.2 Part b

Substituting 𝑦𝑝 [𝑛] = 𝐵 �
1
3𝑛
� into 𝑦𝑝 [𝑛] −

1
2𝑦𝑝 [𝑛 − 1] =

1
3𝑛𝑢 [𝑛] gives

𝐵 �
1
3𝑛 �

−
1
2
𝐵 �

1
3𝑛−1 �

=
1
3𝑛
𝑢 [𝑛]

𝐵 �
1
3𝑛
−
1
2

1
3𝑛−1 �

=
1
3𝑛
𝑢 [𝑛]

𝐵 �
1
3𝑛 �

1 −
1
2
1
3−1 ��

=
1
3𝑛
𝑢 [𝑛]

𝐵 �
1
3𝑛 �

1 −
3
2��

=
1
3𝑛
𝑢 [𝑛]

𝐵 �
1
3𝑛 �

−1
2 ��

=
1
3𝑛
𝑢 [𝑛]

−1
2
𝐵 = 𝑢 [𝑛]

𝐵 = −2𝑢 [𝑛]

Hence for 𝑛 ≥ 0
𝐵 = −2

Therefore

𝑦𝑝 [𝑛] = −2 �
1
3𝑛 �
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4.2.5.3 Part c

The solution is given by the sum of the homogenous and particular solutions. Hence

𝑦 [𝑛] = 𝑦ℎ [𝑛] + 𝑦𝑝 [𝑛]

= 𝐴 �
1
2�

𝑛

− 2 �
1
3𝑛 �

(1)

Since system initially at rest, then 𝑦 [−1] = 0. The recurrence equation is given as

𝑦 [𝑛] −
1
2
𝑦 [𝑛 − 1] = 𝑥 [𝑛]

Substituting (1) into the above and using 𝑥 [𝑛] = 1
3𝑛𝑢 [𝑛] gives

𝑦 [𝑛] −
1
2
𝑦 [𝑛 − 1] =

1
3𝑛
𝑢 [𝑛]

At 𝑛 = 0 the above becomes
𝑦 [0] −

1
2
𝑦 [−1] = 1

But 𝑦 [−1] = 0 and 𝑦 [0] = �𝐴 �
1
2
�
𝑛
− 2 � 1

3𝑛
��

𝑛=0
= 𝐴 − 2. Hence 𝐴 − 2 = 1 or

𝐴 = 3

Therefore the solution (1) becomes

𝑦 [𝑛] = 3 �
1
2�

𝑛

− 2 �
1
3𝑛 �

0

1
5

6

19

36

65

216 211

1296
665

7776

-1 0 1 2 3 4 5

Figure 4.44: Plot of 𝑦[𝑛]
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y[n_] := 3 1  2^n - 2 1  3^n

p = DiscretePlot[y[n], {n, -1, 5}, LabelingFunction → Above,

Axes → {True, False}, Ticks → {Range[-1, 9], None}];

Figure 4.45: Code used for the above

4.2.6 Problem 2.42, Chapter 2

Suppose the signal 𝑥 (𝑡) = 𝑢 �𝑡 + 1
2
� − 𝑢 �𝑡 − 1

2
� is convolved with the signal ℎ (𝑡) = 𝑒𝑗𝜔0𝑡. (a)

Determine the value of 𝜔0 which insures that 𝑦 (0) = 0. Where 𝑦 (𝑡) = 𝑥 (𝑡) ⊛ ℎ (𝑡). (b) Is your
answer to previous part unique?

Solution

4.2.6.1 Part a

𝑥 (𝑡) ⊛ ℎ (𝑡) = �
∞

−∞
𝑥 (𝜏) ℎ (𝑡 − 𝜏) 𝑑𝜏

Since 𝑥 (𝑡) is box function from 𝑡 = −1
2 to 𝑡 = 1

2

-2 -1 1 2
t

0.2

0.4

0.6

0.8

1.0

x(t)

Figure 4.46: Plot of 𝑥(𝑛)

x[t_] := UnitStept + 1  2 - UnitStept - 1  2

p = Plot[x[t], {t, -2, 2}, Exclusions → None, AxesLabel → {"t", "x(t)"}];

Figure 4.47: Code used for the above

Then by folding ℎ (𝑡) and shifting it over 𝑥 (𝑡) it is clear that only the region between 𝜏 = −1
2

to 𝜏 = 1
2 will contribute to the integral above since 𝑥 (𝜏) is zero everywhere else. Hence the
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integral simplifies to

𝑦 (𝑡) = 𝑥 (𝑡) ⊛ ℎ (𝑡)

= �
1
2

−1
2

ℎ (𝑡 − 𝜏) 𝑑𝜏

= �
1
2

−1
2

𝑒𝑗𝜔0(𝑡−𝜏)𝑑𝜏

= 𝑒𝑗𝜔0𝑡�
1
2

−1
2

𝑒−𝑗𝜔0𝜏𝑑𝜏

= 𝑒𝑗𝜔0𝑡 �
𝑒−𝑗𝜔0𝜏

−𝑗𝜔0
�

1
2

− 1
2

= 𝑒𝑗𝜔0𝑡

⎛
⎜⎜⎜⎜⎜⎝
𝑒−

1
2 𝑗𝜔0 − 𝑒

1
2 𝑗𝜔0

−𝑗𝜔0

⎞
⎟⎟⎟⎟⎟⎠

= 𝑒𝑗𝜔0𝑡

⎛
⎜⎜⎜⎜⎜⎝
𝑒
1
2 𝑗𝜔0 − 𝑒−

1
2 𝑗𝜔0

𝑗𝜔0

⎞
⎟⎟⎟⎟⎟⎠

= 2
𝑒𝑗𝜔0𝑡

𝜔0

⎛
⎜⎜⎜⎜⎜⎝
𝑒
1
2 𝑗𝜔0 − 𝑒−

1
2 𝑗𝜔0

2𝑗

⎞
⎟⎟⎟⎟⎟⎠

But 𝑒
1
2 𝑗𝜔0−𝑒−

1
2 𝑗𝜔0

2𝑗 = sin �𝜔0
2
� using Euler relation. Hence the above becomes

𝑦 (𝑡) = 2
𝑒𝑗𝜔0𝑡

𝜔0
sin �𝜔0

2
�

When 𝑡 = 0 we are told 𝑦 (0) = 0. The above becomes

0 =
2
𝜔0

sin �𝜔0
2
�

A value of 𝜔0 which will satisfy the above is 𝜔0 = 2𝜋

4.2.6.2 Part b

The value 𝜔0 found in part (a) is not unique, since any nonzero integer multiple of 2𝜋 will
also satisfy 𝑦 (0) = 0
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4.2.7 key solution

Scanned with CamScanner
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Scanned with CamScanner
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Scanned with CamScanner
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Scanned with CamScanner
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Scanned with CamScanner
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Scanned with CamScanner
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4.3 HW 3

Local contents
4.3.1 Problem 3 Chapter 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.3.2 Problem 10 Chapter 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
4.3.3 Problem 16 Chapter 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
4.3.4 Problem 20 Chapter 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
4.3.5 Problem 28 Chapter 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
4.3.6 Problem 47 Chapter 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
4.3.7 key solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

4.3.1 Problem 3 Chapter 3

For the continuous-time periodic signal 𝑥 (𝑡) = 2 + cos �2𝜋3 𝑡� + 4 sin �5𝜋3 𝑡� determine the funda-

mental frequency 𝜔0 and the Fourier series coe�cients 𝑎𝑘 such that 𝑥 (𝑡) = ∑∞
𝑘=−∞ 𝑎𝑘𝑒

𝑗𝑘𝜔0𝑡

Solution

The signal cos �2𝜋3 𝑡� has period
2𝜋
𝑇1
= 2𝜋

3 . Hence 𝑇1 = 3 and the signal sin �5𝜋3 𝑡� has period
2𝜋
𝑇2
= 5𝜋

3 or 𝑇2 =
6
5 . Therefore the LCM of 3, 65 is

3𝑚 =
6
5
𝑛

𝑚
𝑛
=
2
5

Hence 𝑚 = 2 and 𝑛 = 5. Therefore 𝑇0 = 6. Therefore

𝜔0 =
2𝜋
𝑇0

=
2𝜋
6

=
𝜋
3

Hence

𝑥 (𝑡) =
∞
�
𝑘=−∞

𝑎𝑘𝑒𝑗𝑘𝜔0𝑡 (1)

Where

𝑎𝑘 =
1
𝑇0
�

𝑇
2

−𝑇
2

𝑥 (𝑡) 𝑒−𝑗𝑘𝜔0𝑡 (2)
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To find 𝑎𝑘 for the given signal, instead of using the above integration formula, we could
write the signal 𝑥 (𝑡) in exponential form using Euler relation and just read the 𝑎𝑘 coe�cients
directly from the result. The signal 𝑥 (𝑡) can be written as

𝑥 (𝑡) = 2 +
𝑒𝑗

2𝜋
3 𝑡 + 𝑒−𝑗

2𝜋
3 𝑡

2
+ 4

𝑒𝑗
5𝜋
3 𝑡 − 𝑒−𝑗

5𝜋
3 𝑡

2𝑖

= 2 +
𝑒𝑗2𝜔0𝑡 + 𝑒−𝑗2𝜔0𝑡

2
+ 4

𝑒𝑗5𝜔0𝑡 − 𝑒−𝑗5𝜔0𝑡

2𝑖

= 2 +
1
2
𝑒𝑗2𝜔0𝑡 +

1
2
𝑒−𝑗2𝜔0𝑡 + 2𝑖𝑒𝑗5𝜔0𝑡 − 2𝑖𝑒−𝑗5𝜔0𝑡 (3)

Comparing (3) to (1) shows that the coe�cients are

𝑎0 = 2

𝑎2 =
1
2

𝑎−2 =
1
2

𝑎5 = 2𝑗
𝑎−5 = −2𝑗

4.3.2 Problem 10 Chapter 3

Let 𝑥 [𝑛] be real and odd periodic signal with period 𝑁 = 7 and Fourier coe�cients 𝑎𝑘. Given
that 𝑎15 = 𝑗, 𝑎16 = 2𝑗, 𝑎17 = 3𝑗, determine the values of 𝑎0, 𝑎−1, 𝑎−2, 𝑎−3.

Solution

For discrete signal

𝑥 [𝑛] =
𝑁−1
�
𝑘=0

𝑎𝑘𝑒𝑗𝑘𝜔0𝑛

=
𝑁−1
�
𝑘=0

𝑎𝑘𝑒
𝑗𝑘 2𝜋𝑁 𝑛

Where

𝑎𝑘 =
1
𝑁

𝑁−1
�
𝑛=0

𝑥 [𝑛] 𝑒−𝑗𝑘𝜔0𝑛

=
1
𝑁

𝑁−1
�
𝑛=0

𝑥 [𝑛] 𝑒−𝑗𝑘
2𝜋
𝑁 𝑛

Since the signal 𝑥 [𝑛] is real, then we know that 𝑎𝑘 = 𝑎∗−𝑘. And since 𝑥 [𝑛] is odd then we know
that 𝑎𝑘 is purely imaginary and odd. The Fourier coe�cients repeat every 𝑁 samples which
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is 7. Hence 𝑎15 = 𝑎9 = 𝑎1 and 𝑎16 = 𝑎9 = 𝑎2 and 𝑎17 = 𝑎10 = 𝑎3. And since 𝑎𝑘 is odd then

𝑎0 = 0
𝑎1 = −𝑎−1
𝑎2 = −𝑎−2
𝑎3 = −𝑎−3

But we know from above that 𝑎1 = 𝑎15 = 𝑗 and 𝑎2 = 𝑎16 = 2𝑗 and 𝑎3 = 𝑎17 = 3𝑗 then the above
gives

𝑎0 = 0
𝑎−1 = −𝑗
𝑎−2 = −2𝑗
𝑎−3 = −3𝑗

4.3.3 Problem 16 Chapter 3

Chap. 3 Problems 253 

3.13. Consider a continuous-time LTI system whose frequency response is 

I x sin(4w) 
H(jw) = -x h(t)e-jwtdt = w 

If the input to this system is a periodic signal 

x(t) = { ~ l, O:s:t<4 
4:St<8 

with period T = 8, determine the corresponding system output y(t). 

3.14. When the impulse train 

x[n] = L o[n - 4k] 
k=-X 

is the input to a particular LTI system with frequency response H(eiw), the output 
of the system is found to be 

(57T 7T) y[n] = cos 2 n + 4 . 

Determine the values of H(eikrr/2 ) fork = 0, 1, 2, and 3. 

3.15. Consider a continuous-time ideallowpass filterS whose frequency response is 

H(jw) = { 1, 
0, 

lwl :s: 100 
lwl > 100 · 

When the input to this filter is a signal x(t) with fundamental period T = 1r/6 and 
Fourier series coefficients ak. it is found that 

s 
x(t) ~ y(t) = x(t). 

For what values of k is it guaranteed that ak = 0? 

3.16. Determine the output of the filter shown in Figure P3.16 for the following periodic 
inputs: 
(a) x 1[n] = (-1)" 
(b) x2[n] = 1 + sin(3; n + 'i-) 
(c) x3[n] = ~~=-oc(~r-4ku[n- 4k] 

"IT 57r 
3 12 

"IT 

Figure P3.16 

Figure 4.48: Problem description

Solution

The output of discrete LTI system when the input is 𝑥 [𝑛] = 𝑎𝑛𝑒𝑗𝑛𝜔 is given by 𝑦 [𝑛] =
𝑎𝑛𝐻�𝑒𝑗𝜔� 𝑒𝑗𝑛𝜔 where 𝐻�𝑒𝑗𝜔� is given to us in the problem statement. Hence, to find 𝑦 [𝑛] we
need to express each input in its Fourier series representation in order to determine the 𝑎𝑛.

128



4.3. HW 3 CHAPTER 4. HWS

4.3.3.1 Part a

Here 𝑥1 [𝑛] = (−1)
𝑛 = �𝑒𝑗𝜋�

𝑛
= 𝑒𝑗𝑛𝜋. To find the period𝑁, let 𝑥1 [𝑛] = 𝑥1 [𝑛 + 𝑁] or

𝑒𝑗𝑛𝜋 = 𝑒𝑗(𝑛+𝑁)𝜋

= 𝑒𝑗𝑛𝜋𝑒𝑗𝑁𝜋

Hence 𝑁 = 2. Therefore 𝜔0 =
2𝜋
𝑁 = 2𝜋

2 = 𝜋 and 𝑥1 [𝑛] = ∑
𝑁−1
𝑘=0 𝑎𝑘𝑒

𝑗𝑘𝜔0𝑛 = 𝑎0 + 𝑎1𝑒𝑗𝜋𝑛. Comparing
this to 𝑒𝑗𝑛𝜋 shows that

𝑎0 = 0
𝑎1 = 1

Now that we found the Fourier coe�cients for 𝑥1 [𝑛] then the output is

𝑦1 [𝑛] =
𝑁−1
�
𝑘=0

𝑎𝑛𝐻�𝑗𝑘𝜔0� 𝑒𝑗𝑛𝑘𝜔0

= 𝑎0𝐻 (0) 𝑒0 + 𝑎1𝐻�𝑗𝜋� 𝑒𝑗𝑛𝜋

But 𝑎0 = 1, 𝑎1 = 1 and the above becomes

𝑦1 [𝑛] = 𝐻 �𝑗𝜋� 𝑒𝑗𝑛𝜋

From the graph of 𝐻�𝑗𝑘𝜔0� given, we see that at 𝜔 = 𝜋,𝐻 �𝑗𝜋� = 0. Therefore

𝑦1 [𝑛] = 0

4.3.3.2 Part b

Here 𝑥2 [𝑛] = 1 + sin �3𝜋8 𝑛 +
𝜋
4
�. The first step is to find the period 𝑁

𝑥2 [𝑛] = 𝑥2 [𝑛 + 𝑁]

1 + sin �
3𝜋
8
𝑛 +

𝜋
4 �

= 1 + sin �
3𝜋
8
(𝑛 + 𝑁) +

𝜋
4 �

= 1 + sin �
3𝜋
8
𝑛 +

3𝜋
8
𝑁 +

𝜋
4 �

= 1 + sin ��
3𝜋
8
𝑛 +

𝜋
4 �

+
3𝜋
8
𝑁�

Hence 3𝜋
8 𝑁 = 2𝜋𝑚 or 𝑁

𝑚 = 16
3 . Since these are relatively prime, then 𝑁 = 16 is the fundamental

period. Therefore

𝑥2 [𝑛] =
𝑁−1
�
𝑘=0

𝑎𝑘𝑒𝑗𝑘𝜔0𝑛
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where 𝜔0 =
2𝜋
𝑁 = 2𝜋

16 =
𝜋
8 . The above becomes

𝑥2 [𝑛] =
15
�
𝑘=0

𝑎𝑘𝑒
𝑗𝑘𝜋8 𝑛 (1)

But

1 + sin �
3𝜋
8
𝑛 +

𝜋
4 �

= 1 +
𝑒
𝑗� 3𝜋8 𝑛+𝜋

4 � − 𝑒
−𝑗� 3𝜋8 𝑛+𝜋

4 �

2𝑗

= 1 +
1
2𝑗
𝑒𝑗

3𝜋
8 𝑛𝑒𝑗

𝜋
4 −

1
2𝑗
𝑒−𝑗

3𝜋
8 𝑛𝑒−𝑗

𝜋
4 (2)

Comparing (1) and (2) shows that 𝑎0 = 1, 𝑎3 =
1
2𝑗𝑒

𝑗𝜋4 , 𝑎−3 = −
1
2𝑗𝑒

−𝑗𝜋4 . But 𝑎−3 = 𝑎−3+16 = 𝑎13 due
to periodicity (and since we want to keep the index from 0 to 15. Therefore

𝑎0 = 1

𝑎3 =
1
2𝑗
𝑒𝑗

𝜋
4

𝑎13 = −
1
2𝑗
𝑒−𝑗

𝜋
4

And all other 𝑎𝑘 = 0. Now that we found the Fourier coe�cient, then the response 𝑦2 [𝑛] is
found from

𝑦2 [𝑛] =
𝑁−1
�
𝑘=0

𝑎𝑛𝐻�𝑗𝑘𝜔0� 𝑒𝑗𝑘𝑛𝜔0

= 𝑎0𝐻 (0) + 𝑎3𝐻�𝑗3
𝜋
8
� 𝑒𝑗3

𝜋
8 𝑛 + 𝑎13𝐻�𝑗13

𝜋
8
� 𝑒𝑗13

𝜋
8 𝑛

= 𝐻 (0) + �
1
2𝑗
𝑒𝑗

𝜋
4 �𝐻 �𝑗

3𝜋
8 �

𝑒𝑗
3𝜋
8 𝑛 + �−

1
2𝑗
𝑒−𝑗

𝜋
4 �𝐻 �𝑗

13𝜋
8 � 𝑒𝑗

13𝜋
8 𝑛

From the graph of 𝐻�𝑗𝑘𝜔0� given, we see that at 𝜔 = 0,𝐻 (0) = 0 and at 𝜔 = 3𝜋
8 , 𝐻 �𝑗

3𝜋
8
� = 1

and that at 𝜔 = 13𝜋
8 , 𝐻 �𝑗

13𝜋
8
� = 1. Hence the above becomes

𝑦2 [𝑛] = �
1
2𝑗
𝑒𝑗

𝜋
4 � 𝑒𝑗

3𝜋
8 𝑛 + �−

1
2𝑗
𝑒−𝑗

𝜋
4 � 𝑒𝑗

13𝜋
8 𝑛

But 𝑒𝑗
13𝜋
8 𝑛 = 𝑒𝑗

−3𝜋
8 𝑛 since period is 𝑁 = 16. Therefore the above simplifies to

𝑦2 [𝑛] = �
1
2𝑗
𝑒𝑗

𝜋
4 � 𝑒𝑗

3𝜋
8 𝑛 + �−

1
2𝑗
𝑒−𝑗

𝜋
4 � 𝑒𝑗

−3𝜋
8 𝑛

=
𝑒
𝑗�𝜋4 +

3𝜋
8 𝑛�

− 𝑒
−𝑗�𝜋4 +

3𝜋
8 𝑛�

2𝑗

= sin �
3𝜋
8
𝑛 +

𝜋
4 �
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4.3.4 Problem 20 Chapter 3

254 Fourier Series Representation of Periodic Signals Chap.3 

3.17. Consider three continuous-time systems S1, S2, and S3 whose responses to a complex 
exponential input ei51 are specified as 

sl : ej5t --7 tej5t, 

S2 : ej5t ----7 ejS(t-1), 

S3 : ei51 ----7 cos(St). 

For each system, determine whether the given information is sufficient to conclude 
that the system is definitely not LTI. 

3.18. Consider three discrete-time systems S1, S2, and S3 whose respective responses to 
a complex exponential input ei""12 are specified as 

sl : ej7rnl2 ----7 ejmz/2u[n], 

s2 : ej7rn/2 ----7 ej37rnl2, 

s3 : ej7rn/2 --7 2ej57rn/2. 

For each system, determine whether the given information is sufficient to conclude 
that the system is definitely not LTI. 

3.19. Consider a causal LTI system implemented as the RL circuit shown in Figure P3.19. 
A current source produces an input current x(t), and the system output is considered 
to be the current y(t) flowing through the inductor. 

1f1 

Figure P3. 19 

(a) Find the differential equation relating x(t) and y(t). 
(b) Determine the frequency response of this system by considering the output of 

the system to inputs of the form x(t) = eiwt. 
(c) Determine the output y(t) if x(t) = cos(t). 

3.20. Consider a causal LTI system implemented as the RLC circuit shown in Figure 
P3.20. In this circuit, x(t) is the input voltage. The voltage y(t) across the capac
itor is considered the system output. 

+ 
x(t) 

R=1H L=1H 

Figure P3.20 

Chap. 3 Problems 255 

(a) Find the differential equation relating x(t) and y(t). 
(b) Determine the frequency response of this system by considering the output of 

the system to inputs of the form x(t) = ejwr. 
(c) Determine the output y(t) if x(t) = sin(t). 

BASIC PROBLEMS 

3.21. A continuous-time periodic signal x(t) is real valued and has a fundamental period 
T = 8. The nonzero Fourier series coefficients for x(t) are specified as 

Express x(t) in the form 

a,= a*_ 1 = j,as =a-s= 2. 

x(t) = L Ak cos(wkt + cf>k). 
k=O 

3.22. Determine the Fourier series representations for the following signals: 
(a) Each x(t) illustrated in Figure P3.22(a)-(f). 
(b) x(t) periodic with period 2 and 

x(t) = e -r for - 1 < t < 1 

x(t) 

x(t) 

~ I / , I ~ / 
-5 -4 -3 -2 -1 2 3 4 5 

(b) 

x(t) 

~ 
(c) Figure P3.22 

Figure 4.49: Problem description

Solution

4.3.4.1 Part a

Input voltage is 𝑥 (𝑡). Hence drop in voltage around circuit is

𝑥 (𝑡) = 𝑅𝑖 (𝑡) + 𝐿
𝑑𝑖
𝑑𝑡
+ 𝑦 (𝑡)

Now we need to relate the current 𝑖 (𝑡) to 𝑦 (𝑡). Since current across the capacitor is given by
𝑖 (𝑡) = 𝐶𝑑𝑦

𝑑𝑡 then replacing 𝑖 (𝑡) in the above by 𝐶𝑑𝑦
𝑑𝑡 gives the di�eential equation

𝑥 (𝑡) = 𝑅𝐶
𝑑𝑦
𝑑𝑡
+ 𝐿𝐶

𝑑2𝑦
𝑑𝑡2

+ 𝑦 (𝑡)

Or
𝐿𝐶𝑦′′ (𝑡) + 𝑅𝐶𝑦′ (𝑡) + 𝑦 (𝑡) = 𝑥 (𝑡)
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But 𝐿 = 1, 𝑅 = 1, 𝐶 = 1 therefore

𝑦′′ (𝑡) + 𝑦′ (𝑡) + 𝑦 (𝑡) = 𝑥 (𝑡)

4.3.4.2 Part b

Let the input 𝑥 (𝑡) = 𝑒𝑗𝜔𝑡. Therefore 𝑦 (𝑡) = 𝐻 (𝜔) 𝑒𝑗𝜔𝑡 where 𝐻 (𝜔) is the frequency response
(Book writes this as 𝐻�𝑒𝑗𝜔� but 𝐻 (𝜔) is simpler notation).

Hence

𝑦′ (𝑡) = 𝐻 (𝜔) 𝑗𝜔𝑒𝑗𝜔𝑡

𝑦′′ (𝑡) = 𝐻 (𝜔) �𝑗𝜔�
2
𝑒𝑗𝜔𝑡

= −𝐻 (𝜔)𝜔2𝑒𝑗𝜔𝑡

Substituting the above into the ODE gives

−𝐻 (𝜔)𝜔2𝑒𝑗𝜔𝑡 + 𝐻 (𝜔) 𝑗𝜔𝑒𝑗𝜔𝑡 + 𝐻 (𝜔) 𝑒𝑗𝜔𝑡 = 𝑒𝑗𝜔𝑡

Dividing by 𝑒𝑗𝜔𝑡 ≠ 0 results in

−𝐻 (𝜔)𝜔2 + 𝐻 (𝜔) 𝑗𝜔 + 𝐻 (𝜔) = 1

Solving for 𝐻 (𝜔) gives

𝐻 (𝜔) �−𝜔2 + 𝑗𝜔 + 1� = 1 (1)

𝐻 (𝜔) =
1

−𝜔2 + 𝑗𝜔 + 1

4.3.4.3 Part c

Since we now know 𝐻 (𝜔) then the output 𝑦 (𝑡) when the input is 𝑥 (𝑡) = sin (𝑡) is given by

𝑦 (𝑡) =
∞
�
𝑘=−∞

𝑎𝑘𝐻 (𝑘𝜔0) 𝑒𝑗𝑘𝜔0𝑡 (2)

Where 𝑎𝑘 are the Fourier coe�cients of sin (𝑡) and 𝜔0 is the fundamental frequency of 𝑥 (𝑡).
Since sin (𝑡) = sin �2𝜋𝑇 𝑡� then

2𝜋
𝑇 = 1 and 𝑇 = 2𝜋. Hence 𝜔0 = 1. And since sin (𝑡) = 1

2𝑗
�𝑒𝑗𝑡 − 𝑒−𝑗𝑡�

then 𝑎1 =
1
2𝑗 , 𝑎−1 = −

1
2𝑗 . Eq. (2) becomes

𝑦 (𝑡) = 𝑎−1𝐻 (−𝜔0) 𝑒−𝑗𝜔0𝑡 + 𝑎1𝐻 (𝜔0) 𝑒𝑗𝜔0𝑡

= −
1
2𝑗
𝐻 (−1) 𝑒−𝑗𝑡 +

1
2𝑗
𝐻 (1) 𝑒𝑗𝑡 (3)
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Now we need to find 𝐻 (−1) ,𝐻 (1). From (1)

𝐻 (−1) =
1

− (−1)2 − 𝑗 (−1) + 1

=
1

−1 + 𝑗 + 1

=
1
𝑗

And

𝐻 (+1) =
1

− (+1)2 − 𝑗 (+1) + 1

=
1

−1 − 𝑗 + 1

=
1
𝑗

Therefore (3) becomes

𝑦 (𝑡) = −
1
2𝑗
1
𝑗
𝑒−𝑗𝑡 +

1
2𝑗
1
𝑗
𝑒𝑗𝑡

= −
1
2𝑗2
𝑒−𝑗𝑡 +

1
2𝑗2
𝑒𝑗𝑡

=
1
2
𝑒−𝑗𝑡 −

1
2
𝑒𝑗𝑡

= − �
1
2
𝑒𝑗𝑡 −

1
2
𝑒−𝑗𝑡�

Hence
𝑦 (𝑡) = − cos (𝑡)
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4.3.5 Problem 28 Chapter 3

Chap. 3 Problems 257 

3.25. Consider the following three continuous-time signals with a fundamental period of 
T = 112: 

x(t) = cos( 41Tt), 

y(t) = sin(47Tt), 

z(t) = x(t)y(t). 

(a) Determine the Fourier series coefficients of x(t). 
(b) Determine the Fourier series coefficients of y(t). 
(c) Use the results of parts (a) and (b), along with the multiplication property of the 

continuous-time Fourier series, to determine the Fourier series coefficients of 
z(t) = x(t)y(t). 

(d) Determine the Fourier series coefficients of z(t) through direct expansion of z(t) 
in trigonometric form, and compare your result with that of part (c). 

3.26. Let x(t) be a periodic signal whose Fourier series coefficients are 

k = 0 
otherwise· 

Use Fourier series properties to answer the following questions: 
(a) Is x(t) real? 
(b) Is x(t) even? 
(c) Is dx(t)ldt even? 

3.27. A discrete-time periodic signal x[n] is real valued and has a fundamental period 
N = 5. The nonzero Fourier series coefficients for x[n] are 

Express x[n] in the form 

x[n] = Ao + L Ak sin(wkn + cflk). 
k=l 

3.28. Determine the Fourier series coefficients for each of the following discrete-time 
periodic signals. Plot the magnitude and phase of each set of coefficients ak· 
(a) Each x[n] depicted in Figure P3.28(a)-(c) 
(b) x[n] = sin(27Tn/3)cos(7Tn/2) 
(c) x[n] periodic with period 4 and 

x[n] = 1 - sin :n for 0 :5 n :5 3 

(d) x[n] periodic with period 12 and 

[ ] 1 · 1rn f 0 11 x n = - sm 4 or :5 n :5 

258 Fourier Series Representation of Periodic Signals Chap.3 

x[n] 

111 .. 11111 .. 11111.~lllll .. lllll .. lllll .. ll 
-14 -7 0 7 14 21 n 

(a) 

x[n] 

.llll .. llll .. llll.~llll .. 1111 .. 1111 .. 1111. 
-18 -12 -6 

2 

0 

(b) 

x[n] 

(c) 

Figure P3.28 

6 12 18 n 

n 

3.29. In each of the following, we specify the Fourier series coefficients of a signal that 
is periodic with period 8. Determine the signal x[n] in each case. 

(a) ak = cos(k;) + sin(3!7T) (b) ak = { ~~n(k:;7), ~:; ~ 6 

(c) ak as in Figure P3.29(a) (d) ak as in Figure P3.29(b) 

. 111 . 111 . 111 . 111 .
1 

111 . 111 .111 . 11 
-8 0 8 16 k 

(a) 

ak 
2 

I 1,il 1I11 ... 11li1:.i11111 ... 11 I 
-8 0 8 16 k 

(b) 

Figure P3.29 

3.30. Consider the following three discrete-time signals with a fundamental period of 6: 

(27T ) . (27T 'TT) x[n] = 1 +cos 6 n , y[n] = sm 6 n + 4 , z[n] = x[n]y[n]. 

Figure 4.50: Problem description
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Solution

4.3.5.1 Part a

First signal

The signal in P3.28(a) has period 𝑁 = 7. Therefore 𝑥 [𝑛] = ∑𝑁−1
𝑘=0 𝑎𝑘𝑒

𝑗𝑛(𝑘𝜔0). We need to deter-

mine 𝑎𝑘. Since 𝜔0 =
2𝜋
𝑁 = 2𝜋

7 , then

𝑎𝑘 =
1
𝑁

𝑁−1
�
𝑛=0

𝑥 [𝑛] 𝑒−𝑗𝑘𝜔0𝑛

=
1
𝑁

𝑁−1
�
𝑛=0

𝑥 [𝑛] 𝑒−𝑗𝑘
2𝜋
𝑁 𝑛

=
1
7

6
�
𝑛=0

𝑥 [𝑛] 𝑒−𝑗𝑘
2𝜋
7 𝑛

We first notice that 𝑥 [𝑛] = 0 for 𝑛 = 5, 6 and 𝑥 [𝑛] = 1 otherwise. Hence the above sum
simplifies to

𝑎𝑘 =
1
7

4
�
𝑛=0

𝑒−𝑗𝑘
2𝜋
7 𝑛

Using the relation ∑𝑀−1
𝑛=0 𝑎

𝑛 =

⎧⎪⎪⎨
⎪⎪⎩

𝑀 𝑎 = 1
1−𝑎𝑀

1−𝑎 𝑎 ≠ 1
to simplify the above where now 𝑀 = 5 gives

𝑎𝑘 =
1
7

1 − �𝑒−𝑗𝑘
2𝜋
7 �

5

1 − 𝑒−𝑗𝑘
2𝜋
7

𝑘 = 0, 1,⋯6

=
1
7
1 − 𝑒−𝑗𝑘

10𝜋
7

1 − 𝑒−𝑗𝑘
2𝜋
7
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This is plot of |𝑎𝑘|

In[ ]:= x[n_] := DiscreteDelta[n] + DiscreteDelta[n - 1] + DiscreteDelta[n - 2] + DiscreteDelta[n - 3] + DiscreteDelta[n - 4];

ak[k_] := 1 / 7 Sum[x[n] Exp[-I k 2 Pi / 7 n], {n, 0, 6}]

data = Table[ak[k], {k, 0, 6}];

absAk = Abs[data] // N

Out[ ]= {0.714286, 0.25742, 0.17814, 0.0635774, 0.0635774, 0.17814, 0.25742}

In[ ]:= ListPlot[absAk, Mesh → All, Filling → Axis, Axes → {True, False},

Ticks → {Range[0, 6], None}, DataRange → {0, 6},

AxesLabel → {"k", None}, PlotLabel → "|a[k]|",

BaseStyle → 12, PlotStyle → {Thick, Red}]

Out[ ]=

0 1 2 3 4 5 6
k

|a[k]|

Figure 4.51: Plot of |𝑎𝑘|

This is plot of the phase of 𝑎𝑘

In[ ]:= arg = Arg[akData] // N

Out[ ]= {0., -1.7952, -0.448799, 0.897598, -0.897598, 0.448799, 1.7952}

In[ ]:= ListPlot[ 180 / Pi arg, Ticks → {Range[0, 6], None},

LabelingFunction → (Callout[Round[Last[#1], 0.1], Automatic] &),

Axes → {Automatic, None}, AxesLabel → {"k", None},

PlotLabel → "Phase in degrees", PlotRange → All, DataRange → {0, 6},

Mesh → All, Filling → Axis]

Out[ ]=

102.9

25.7

-51.4

51.4

-25.7

-102.9

0.

0 1 2 3 4 5 6
k

Phase in degrees

Figure 4.52: Plot of phase of 𝑎𝑘
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second signal

The signal in P3.28(b) has period 𝑁 = 6. Therefore 𝑥 [𝑛] = ∑𝑁−1
𝑘=0 𝑎𝑘𝑒

𝑗𝑛(𝑘𝜔0). We need to deter-

mine 𝑎𝑘, where 𝜔0 =
2𝜋
𝑁 = 2𝜋

6 . Hence

𝑎𝑘 =
1
𝑁

𝑁−1
�
𝑛=0

𝑥 [𝑛] 𝑒−𝑗𝑘𝜔0𝑛

=
1
6

5
�
𝑛=0

𝑥 [𝑛] 𝑒−𝑗𝑘
2𝜋
6 𝑛

We first notice that 𝑥 [𝑛] = 0 for 𝑛 = 4, 5 and 𝑥 [𝑛] = 1 otherwise, Hence the above sum
simplifies to

𝑎𝑘 =
1
6

3
�
𝑛=0

𝑒−𝑗𝑘
2𝜋
6 𝑛

Using the relation ∑𝑀−1
𝑛=0 𝑎

𝑛 =

⎧⎪⎪⎨
⎪⎪⎩

𝑀 𝑎 = 1
1−𝑎𝑀

1−𝑎 𝑎 ≠ 1
to simplify the above, where now 𝑀 = 4 gives

𝑎𝑘 =
1
6

1 − �𝑒−𝑗𝑘
2𝜋
6 �

4

1 − 𝑒−𝑗𝑘
2𝜋
6

𝑘 = 0, 1,⋯5

=
1
6
1 − 𝑒−𝑗𝑘

8𝜋
6

1 − 𝑒−𝑗𝑘
2𝜋
6
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This is plot of |𝑎𝑘|

In[ ]:= ak[k_] := 1/ 6 (1 - Exp[- I k 8 Pi/ 6])/(1 - Exp[- I k 2 Pi/ 6])

akData = Table[Limit[ak[n], n → k], {k, 0, 5}];

absAk = Abs[akData] // N

Out[ ]= {0.666667, 0.288675, 0.166667, 0., 0.166667, 0.288675}

In[ ]:= ListPlot[absAk, Mesh → All, Filling → Axis, Axes → {True, False}, Ticks → {Range[0, 5], None},

DataRange → {0, 5}, AxesLabel → {"k", None}, PlotLabel → "|a[k]|", BaseStyle → 12,

PlotStyle → {Thick, Red}, PlotRange → All]

Out[ ]=

0 1 2 3 4 5
k

|a[k]|

Figure 4.53: Plot of |𝑎𝑘|

This is plot of the phase of 𝑎𝑘

In[ ]:= ak[k_] := 1 / 6 (1 - Exp[- I k 8 Pi / 6]) / (1 - Exp[- I k 2 Pi / 6])

akData = Table[Limit[ak[n], n → k], {k, 0, 5}];

arg = Arg[akData] // N

Out[ ]= {0., -1.5708, 0., 0., 0., 1.5708}

In[ ]:= ListPlot[ 180 / Pi arg, Ticks → {Range[0, 5], None},

LabelingFunction → (Callout[Round[Last[#1], 0.1], Automatic] &),

Axes → {Automatic, None}, AxesLabel → {"k", None}, PlotLabel → "Phase in degrees",

PlotRange → All, DataRange → {0, 5}, Mesh → All, Filling → Axis]

Out[ ]=

90.

0.0.0.

-90.

0.

0 1 2 3 4 5
k

Phase in degrees

Figure 4.54: Plot of phase of 𝑎𝑘
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Third signal

The signal in P3.28(c) also has period 𝑁 = 6. Therefore 𝑥 [𝑛] = ∑𝑁−1
𝑘=0 𝑎𝑘𝑒

𝑗𝑛(𝑘𝜔0). We need to

determine 𝑎𝑘. Given that 𝜔0 =
2𝜋
𝑁 then

𝑎𝑘 =
1
𝑁

𝑁−1
�
𝑛=0

𝑥 [𝑛] 𝑒−𝑗𝑘𝜔0𝑛

=
1
6

5
�
𝑛=0

𝑥 [𝑛] 𝑒−𝑗𝑘
2𝜋
6 𝑛

Where 𝑥 [0] = 1, 𝑥 [1] = 2, 𝑥 [2] = −1, 𝑥 [3] = 0, 𝑥 [4] = −1, 𝑥 [5] = 2. Hence the above sum
becomes

𝑎𝑘 =
1
6
�1 + 2𝑒−𝑗𝑘

2𝜋
6 − 𝑒−𝑗𝑘

2𝜋
6 2 + 0 − 𝑒−𝑗𝑘

2𝜋
6 4 + 2𝑒−𝑗𝑘

2𝜋
6 5�

=
1
6
�1 + 2𝑒−𝑗𝑘

2𝜋
6 − 𝑒−𝑗𝑘

4𝜋
6 − 𝑒−𝑗𝑘

8𝜋
6 + 2𝑒−𝑗𝑘

10𝜋
6 �
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This is plot of |𝑎𝑘|

In[ ]:= ak[k_] := 1 / 6 (1 + 2 Exp[-I k 2 Pi / 6] - Exp[-I k 4 Pi / 6] - Exp[-I k 8 Pi / 6] + 2 Exp[-I k 10 Pi / 6])

akData = Table[Limit[ak[n], n → k], {k, 0, 5}];

absAk = Abs[akData] // N

Out[ ]= 0.5, 0.666667, 7.40149 × 10-17, 0.833333, 7.40149 × 10-17, 0.666667

In[ ]:= ListPlot[absAk, Mesh → All, Filling → Axis, Axes → {True, False}, Ticks → {Range[0, 5], None},

DataRange → {0, 5}, AxesLabel → {"k", None}, PlotLabel → "|a[k]|", BaseStyle → 12,

PlotStyle → {Thick, Red}, PlotRange → All]

Out[ ]=

0 1 2 3 4 5
k

|a[k]|

Figure 4.55: Plot of |𝑎𝑘|

This is plot of the phase of 𝑎𝑘

Out[ ]=

0.

180.

0.0.

0 1 2 3 4 5
k

Phase in degrees

Figure 4.56: Plot of phase of 𝑎𝑘
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4.3.5.2 Part b

𝑥 [𝑛] = sin �2𝜋𝑛
3
� cos �𝜋𝑛

2
�

The first step is to find𝑁, the fundamental period. Since sin (𝐴) cos (𝐵) = 1
2
(sin (𝐴 + 𝐵) + sin (𝐴 − 𝐵))

then

𝑥 [𝑛] =
1
2
�sin �2𝜋𝑛

3
+ 𝜋

𝑛
2
� + sin �2𝜋𝑛

3
− 𝜋

𝑛
2
��

=
1
2 �

sin �
7
6
𝜋𝑛� + sin �

1
6
𝜋𝑛��

To find the period of sin �76𝜋𝑛� = sin �76𝜋 (𝑛 + 𝑁)� or sin �76𝜋𝑛� = sin �76𝜋𝑛 +
7
6𝜋𝑁�. Hence

7
6𝜋𝑁 = 2𝜋𝑚 which gives 𝑚

𝑁 = 7
12 . Hence 𝑁 = 12.

The period of sin �16𝜋𝑛� = sin �16𝜋 (𝑛 + 𝑁)� or sin �16𝜋𝑛� = sin �16𝜋𝑛 +
1
6𝜋𝑁�. Hence 1

6𝜋𝑁 = 2𝜋𝑚

or 𝑚
𝑁 = 1

12 . Hence common period is 𝑁 = 12. Now that we know 𝑁 then

𝑎𝑘 =
1
𝑁

𝑁−1
�
𝑛=0

𝑥 [𝑛] 𝑒−𝑗𝑘𝜔0𝑛

Where 𝜔0 =
2𝜋
12 . The above becomes

𝑎𝑘 =
1
12

11
�
𝑛=0

sin �2𝜋𝑛
3
� cos �𝜋𝑛

2
� 𝑒−𝑗𝑘

2𝜋
12 𝑛

12𝑎𝑘 = 0 + sin �2𝜋
1
3�

cos �𝜋
1
2�
𝑒−𝑗𝑘

2𝜋
12 + sin �2𝜋

2
3�

cos �𝜋
2
2�
𝑒−𝑗𝑘

2𝜋
12 2 + sin �2𝜋

3
3�

cos �𝜋
3
2�
𝑒−𝑗𝑘

2𝜋
12 3

+ sin �2𝜋
4
3�

cos �𝜋
4
2�
𝑒−𝑗𝑘

2𝜋
12 4 + sin �2𝜋

5
3�

cos �𝜋
5
2�
𝑒−𝑗𝑘

2𝜋
12 5 + sin �2𝜋

6
3�

cos �𝜋
6
2�
𝑒−𝑗𝑘

2𝜋
12 6

+ sin �2𝜋
7
3�

cos �𝜋
7
2�
𝑒−𝑗𝑘

2𝜋
12 7 + sin �2𝜋

8
3�

cos �𝜋
8
2�
𝑒−𝑗𝑘

2𝜋
12 8 + sin �2𝜋

9
3�

cos �𝜋
9
2�
𝑒−𝑗𝑘

2𝜋
12 9

+ sin �2𝜋
10
3 �

cos �𝜋
10
2 �

𝑒−𝑗𝑘
2𝜋
12 10 + sin �2𝜋

11
3 �

cos �𝜋
11
2 �

𝑒−𝑗𝑘
2𝜋
12 11

Which simplifies to (many terms go to zero)

12𝑎𝑘 =
1
2√

3𝑒−𝑗𝑘
4𝜋
12 +

1
2√

3𝑒−𝑗𝑘
8𝜋
12 −

1
2√

3𝑒−𝑗𝑘
2𝜋
12 8 −

1
2√

3𝑒−𝑗𝑘
2𝜋
12 10

Hence

𝑎𝑘 =
√3
24

�𝑒−𝑗𝑘
4𝜋
12 + 𝑒−𝑗𝑘

8𝜋
12 − 𝑒−𝑗𝑘

16𝜋
12 − 𝑒−𝑗𝑘

20𝜋
12 �

Evaluating these for 𝑘 = 0⋯𝑁 − 1 gives
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𝑘 𝑎𝑘
0 0
1 −𝑗

4
2 0
3 0
4 0
5 𝑗

4
6 0
7 −𝑗

4
8 0
9 0
10 0
11 𝑗

4

Hence the |𝑎𝑘| and phase are

𝑘 𝑎𝑘 |𝑎𝑘| phase (degree)

0 0 0 0
1 −𝑗

4
1
4 −90

2 0 0 0
3 0 0 0
4 0 0 0
5 𝑗

4
1
4 90

6 0 0 0
7 −𝑗

4
1
4 −90

8 0 0 0
9 0 0 0
10 0 0 0
11 𝑗

4
1
4 90

4.3.6 Problem 47 Chapter 3

Consider the signal 𝑥 (𝑡) = cos (2𝜋𝑡) since 𝑥 (𝑡) is periodic with a fundamental period of 1, it
is also periodic with a period of 𝑁, where 𝑁 is any positive integer. What are the Fourier
series coe�cients of 𝑥(𝑡) if we regard it as a periodic signal with period 3?

Solution

The Fourier series coe�cients for cos (2𝜋𝑡) are found from Euler relation. Since 𝜔0 = 2𝜋
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rad/sec, then

cos (𝜔0𝑡) =
1
2
𝑒𝑗𝜔0𝑡 +

1
2
𝑒−𝑗𝜔0𝑡

Comparing the above to

𝑥 (𝑡) =
∞
�
𝑘=−∞

𝑎𝑘𝑒𝑗𝑘𝜔0𝑡

Show that 𝑎1 =
1
2 and 𝑎−1 =

1
2 and all other 𝑎𝑘 = 0.

Similarly, if the period happened to be 3, then 𝜔0 =
2𝜋
3 and now 𝑥(𝑡) can be written as

cos (2𝜋𝑡) = cos (3𝜔0𝑡). Therefore doing the same as above gives

cos (3𝜔0𝑡) =
1
2
𝑒𝑗3𝜔0𝑡 +

1
2
𝑒−𝑗3𝜔0𝑡

Comparing the above to 𝑥 (𝑡) = ∑∞
𝑘=−∞ 𝑎𝑘𝑒

𝑗𝑘𝜔0𝑡 shows that 𝑎3 =
1
2 and 𝑎−3 =

1
2 and all other

𝑎𝑘 = 0.
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4.3.7 key solution

Homework 3 solutions
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4.4.1 Problem 4.1(a), Chapter 4

Find Fourier transform of (a) 𝑒−2(𝑡−1)𝑢 (𝑡 − 1)

Solution

𝑋 (𝜔) = �
∞

−∞
𝑥 (𝑡) 𝑒−𝑗𝜔𝑡𝑑𝑡

= �
∞

1
𝑒−2(𝑡−1)𝑒−𝑖𝜔𝑡𝑑𝑡

= �
∞

1
𝑒−2𝑡𝑒2𝑒−𝑖𝜔𝑡𝑑𝑡

= 𝑒2�
∞

1
𝑒−𝑡(2+𝑖𝜔)𝑑𝑡

=
𝑒2

− (2 + 𝑖𝜔)
�𝑒−𝑡(2+𝑖𝜔)�

∞

1

Assuming Im (𝜔) < 2 then

𝑋 (𝜔) =
𝑒2

− (2 + 𝑖𝜔)
�0 − 𝑒−2𝑒−𝑖𝜔�

=
𝑒2

(2 + 𝑖𝜔)
�𝑒−2𝑒−𝑖𝜔�

=
𝑒−𝑖𝜔

(2 + 𝑖𝜔)

4.4.2 Problem 4.3, Chapter 4

Determine the Fourier transform of each of the following periodic signals (a) sin �2𝜋𝑡 + 𝜋
4
�

(b) 1 + cos �6𝜋𝑡 + 𝜋
8
�

Solution
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4.4.2.1 Part a

Since this is periodic signal, then we can not use 𝑋 (𝜔) = ∫
∞

−∞
𝑥 (𝑡) 𝑒−𝑗𝜔𝑡𝑑𝑡 which is for aperiodic

signal. Instead we need to use 4.22 in the textbook which is

𝑋 (𝜔) =
∞
�
𝑘=−∞

2𝜋𝑎𝑘𝛿 (𝜔 − 𝑘𝜔0)

From sin �2𝜋𝑡 + 𝜋
4
� we see that 𝜔0 = 2𝜋, hence

𝑋 (𝜔) =
∞
�
𝑘=−∞

2𝜋𝑎𝑘𝛿 (𝜔 − 2𝑘𝜋)

Writing sin �𝜔0𝑡 +
𝜋
4
� = 1

2𝑗𝑒
𝑗�𝜔0𝑡+

𝜋
4 �− 1

2𝑗𝑒
−𝑗�𝜔0𝑡+

𝜋
4 � = � 12𝑗𝑒

𝑗𝜋4 � 𝑒𝑗𝜔0𝑡−� 12𝑗𝑒
−𝑗𝜋4 � 𝑒−𝑗𝜔0𝑡 shows that 𝑎1 =

1
2𝑗𝑒

𝑗𝜋4

and 𝑎−1 = −
1
2𝑗𝑒

−𝑗𝜋4 and 𝑎𝑘 = 0 for all other 𝑘. Hence above simplifies to

𝑋 (𝜔) = 2𝜋 �
1
2𝑗
𝑒𝑗

𝜋
4 � 𝛿 (𝜔 − 2𝜋) + 2𝜋 �−

1
2𝑗
𝑒−𝑗

𝜋
4 � 𝛿 (𝜔 + 2𝜋)

=
𝜋
𝑗
𝑒𝑗

𝜋
4 𝛿 (𝜔 − 2𝜋) −

𝜋
𝑗
𝑒−𝑗

𝜋
4 𝛿 (𝜔 + 2𝜋)

4.4.2.2 Part b

Since this is periodic signal, then its Fourier transform is

𝑋 (𝜔) =
∞
�
𝑘=−∞

2𝜋𝑎𝑘𝛿 (𝜔 − 𝑘𝜔0)

From 1 + cos �6𝜋𝑡 + 𝜋
8
� we see that 𝜔0 = 6𝜋, hence

𝑋 (𝜔) =
∞
�
𝑘=−∞

2𝜋𝑎𝑘𝛿 (𝜔 − 6𝑘𝜋)

Writing 1+ cos �6𝜋𝑡 + 𝜋
8
� = 1+ �12𝑒

𝑗�𝜔0𝑡+
𝜋
8 � + 1

2𝑒
−𝑗�𝜔0𝑡+

𝜋
8 �� = 1+ �12𝑒

𝑗𝜋8 𝑒𝑗𝜔0𝑡 + 1
2𝑒

−𝑗𝜋8 𝑒−𝑗𝜔0𝑡� shows that

𝑎1 =
1
2𝑒

𝑗𝜋8 and 𝑎−1 =
1
2𝑒

−𝑗𝜋8 and 𝑎0 = 1. Therefore the above becomes

𝑋 (𝜔) = 2𝜋𝑎−1𝛿 (𝜔 + 6𝜋) + 2𝜋𝑎0𝛿 (𝜔) + 2𝜋𝑎1𝛿 (𝜔 − 6𝜋)

= 2𝜋 �
1
2
𝑒−𝑗

𝜋
8 � 𝛿 (𝜔 + 6𝜋) + 2𝜋𝛿 (𝜔) + 2𝜋 �

1
2
𝑒𝑗

𝜋
8 � 𝛿 (𝜔 − 6𝜋)

= 𝜋𝑒−𝑗
𝜋
8 𝛿 (𝜔 + 6𝜋) + 2𝜋𝛿 (𝜔) + 𝜋𝑒𝑗

𝜋
8 𝛿 (𝜔 − 6𝜋)
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4.4.3 Problem 4.5, Chapter 4

Use the Fourier transform synthesis equation (4.8) to determine the inverse Fourier transform

of 𝑋�𝑗𝜔� = �𝑋 �𝑗𝜔�� 𝑒𝑗∡𝑋�𝑗𝜔� where �𝑋 �𝑗𝜔�� = 2 (𝑢 (𝜔 + 3) − 𝑢 (𝜔 − 3)) , ∡𝑋 �𝑗𝜔� = −3
2𝜔 + 𝜋

Solution

4.8 is

𝑥 (𝑡) =
1
2𝜋 �

∞

−∞
𝑋 (𝜔) 𝑒𝑗𝜔𝑡𝑑𝜔 (4.8)

Hence

𝑥 (𝑡) =
1
2𝜋 �

∞

−∞
�𝑋 �𝑗𝜔�� 𝑒𝑗∡𝑋�𝑗𝜔�𝑒𝑗𝜔𝑡𝑑𝜔

=
1
2𝜋 �

∞

−∞
2 (𝑢 (𝜔 + 3) − 𝑢 (𝜔 − 3)) 𝑒

𝑗�− 3
2𝜔+𝜋�𝑒𝑗𝜔𝑡𝑑𝜔

But 𝑢 (𝜔 + 3) − 𝑢 (𝜔 − 3) is one over 𝜔 = −3⋯3 and zero otherwise. The above simplifies to

𝑥 (𝑡) =
1
2𝜋 �

3

−3
2𝑒

𝑗�− 3
2𝜔+𝜋�𝑒𝑗𝜔𝑡𝑑𝜔

=
1
𝜋 �

3

−3
𝑒𝑗𝜋𝑒𝑗−

3
2𝜔𝑒𝑗𝜔𝑡𝑑𝜔

=
𝑒𝑗𝜋

𝜋 �
3

−3
𝑒
𝑗�− 3

2+𝑡�𝜔𝑑𝜔

But 𝑒𝑗𝜋 = −1 and ∫ 𝑒
𝑗�− 3

2+𝑡�𝜔𝑑𝜔 = 𝑒
𝑗�− 32 +𝑡�𝜔

𝑗�− 3
2+𝑡�

, hence the above becomes

𝑥 (𝑡) =
−1
𝜋

1

𝑗 �−3
2 + 𝑡�

�𝑒
𝑗�− 3

2+𝑡�𝜔�
3

−3

=
−1

𝜋 �−3
2 + 𝑡�

⎛
⎜⎜⎜⎜⎜⎜⎜⎝
𝑒
𝑗3�− 3

2+𝑡� − 𝑒
−𝑗3�− 3

2+𝑡�

𝑗

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

=
−1

𝜋 �−3
2 + 𝑡�

2 �sin �3 �−
3
2
+ 𝑡���

=
−2

𝜋 �𝑡 − 3
2
�

sin �3 �𝑡 −
3
2��

4.4.4 Problem 4.11, Chapter 4

Given the relationships 𝑦 (𝑡) = 𝑥 (𝑡)⊛ℎ (𝑡) and 𝑔 (𝑡) = 𝑥 (3𝑡)⊛ℎ (3𝑡) and given that 𝑥 (𝑡) has Fourier
transform 𝑋�𝑗𝜔� and ℎ (𝑡) has Fourier transform 𝐻�𝑗𝜔�, use Fourier transform properties to
show that 𝑔(𝑡) has the form 𝑔 (𝑡) = 𝐴𝑦 (𝐵𝑡). Determine the values of 𝐴 and 𝐵
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Solution

The main relation to use is that if 𝑦 (𝑡) ⟺ 𝑌(𝜔) then 𝑦 (𝑎𝑡) ⟺ 1
𝑎𝑌 �

𝜔
𝑎
�. Therefore 𝑥 (3𝑡) ⟺

1
3𝑋�

𝜔
3
� and ℎ (3𝑡)⟺ 1

3𝐻�
𝜔
3
�. Hence since 𝑔 (𝑡) = 𝑥 (3𝑡) ⊛ ℎ (3𝑡) then

𝐺 (𝜔) =
1
3
𝑋 �

𝜔
3
�
1
3
𝐻 �

𝜔
3
�

=
1
3 �

1
3
𝑋 �

𝜔
3
�𝐻 �

𝜔
3
��

But 𝑋�𝜔3 �𝐻 �
𝜔
3
� = 𝑌 �𝜔3 �. Therefore the above becomes

𝐺 (𝜔) =
1
3 �

1
3
𝑌 �

𝜔
3
��

Inverse Fourier transform gives

𝑔 (𝑡) =
1
3
𝑦 (3𝑡)

Where in the above, we used 1
3𝑌 �

𝜔
3
�⟺ 𝑦 (3𝑡). Hence 𝐴 = 1

3 , 𝐵 = 3

4.4.5 Problem 4.19, Chapter 4

Consider a causal LTI system with frequency response 𝐻�𝑗𝜔� = 1
𝑗𝜔+3 . For a particular input

𝑥(𝑡) this system is observed to produce the output 𝑦 (𝑡) = 𝑒−3𝑡𝑢 (𝑡) − 𝑒−4𝑡𝑢 (𝑡). Determine 𝑥 (𝑡).

Solution
𝑦 (𝑡) = 𝑥 (𝑡) ⊛ ℎ (𝑡)

Taking Fourier transform gives
𝑌 (𝜔) = 𝑋 (𝜔)𝐻 (𝜔)

Hence

𝑋 (𝜔) =
𝑌 (𝜔)
𝐻 (𝜔)

But 𝑦 (𝑡) = 𝑒−3𝑡𝑢 (𝑡)−𝑒−4𝑡𝑢 (𝑡), therefore, from table 𝑌 (𝜔) = 1
3+𝑗𝜔−

1
4+𝑗𝜔 =

�4+𝑗𝜔�−�3+𝑗𝜔�

�3+𝑗𝜔��4+𝑗𝜔�
= 1

�3+𝑗𝜔��4+𝑗𝜔�
and the above becomes

𝑋 (𝜔) =

1
�3+𝑗𝜔��4+𝑗𝜔�

𝐻 (𝜔)
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But we are given that 𝐻�𝑗𝜔� = 1
𝑗𝜔+3 . The above simplifies to

𝑋 (𝜔) =

1
�3+𝑗𝜔��4+𝑗𝜔�

1
𝑗𝜔+3

=
1

4 + 𝑗𝜔
From tables

𝑥 (𝑡) = 𝑒−4𝑡𝑢 (𝑡)

4.4.6 Problem 4.23, Chapter 4

Chap. 4 Problems 

(a) X(jw) = 2sin[3(w-27T)] 
(w-27T) 

(b) X(jw) = cos(4w + 7r/3) 
(c) X(jw) as given by the magnitude and phase plots of Figure P4.22(a) 
(d) X(jw) = 2[o(w - 1) - o(w + 1)] + 3[o(w - 27r) + o(w + 27r)] 
(e) X(jw) as in Figure P4.22(b) 

4.23. Consider the signal 

{ 

-t 0 < t < 1 
() e ' - -x0 t = 

0, elsewhere · 

339 

Determine the Fourier transform of each of the signals shown in Figure P4.23. You 
should be able to do this by explicitly evaluating only the transform of x0(t) and 
then using properties of the Fourier transform. 

x0(t) 

-1 0 1 

(a) (b) 

-1 0 1 0 1 

(c) (d) Figure P4.23 

4.24. (a) Determine which, if any, of the real signals depicted in Figure P4.24 have 
Fourier transforms that satisfy each of the following conditions: 
(1) CR-e{X(jw)} = 0 
(2) dm{X(jw )} = 0 
(3) There exists a real a such that ejaw X(jw) is real 
(4) J_::'ooX(jw)dw = 0 

(5) J_::'oowX(jw)dw = 0 
(6) X(jw) is periodic 

(b) Construct a signal that has properties (1), (4), and (5) and does not have the 
others. 

Figure 4.57: Problem description

Solution
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4.4.6.1 Part a

First we find the Fourier transform of 𝑥0 (𝑡). Since this is a periodic, then 𝑥0 (𝑡) ⟺ 𝑋0 (𝜔) and

𝑋0 (𝜔) = �
∞

−∞
𝑥0 (𝑡) 𝑒−𝑗𝜔𝑡𝑑𝑡

= �
1

0
𝑒−𝑡𝑒−𝑗𝜔𝑡𝑑𝑡

= �
1

0
𝑒−𝑡�1+𝑗𝜔�𝑑𝑡

=
−1

1 + 𝑗𝜔 �
𝑒−𝑡�1+𝑗𝜔��

1

0

=
−1

1 + 𝑗𝜔
�𝑒−�1+𝑗𝜔� − 1�

=
1 − 𝑒−�1+𝑗𝜔�

1 + 𝑗𝜔

From table 4.1, property 4.3.5, Fourier transform of 𝑥 (−𝑡) = 𝑋 (−𝜔). Hence 𝑥0 (−𝑡)⟺ 𝑋0 (−𝜔).
Therefore, using the above result and taking its complex conjugate gives

𝑋0 (−𝜔) =
1 − 𝑒−�1−𝑗𝜔�

1 − 𝑗𝜔
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Therefore the Fourier transform of 𝑥0 (𝑡) + 𝑥0 (−𝑡) ⟺ 𝑋1 (𝜔) = 𝑋0 (𝜔) + 𝑋0 (−𝜔) This is by
linearity property. Hence

𝑋1 (𝜔) = 𝑋0 (𝜔) + 𝑋0 (−𝜔)

=
1 − 𝑒−�1+𝑗𝜔�

1 + 𝑗𝜔
+
1 − 𝑒−�1−𝑗𝜔�

1 − 𝑗𝜔

=
�1 − 𝑗𝜔� �1 − 𝑒−�1+𝑗𝜔�� + �1 + 𝑗𝜔� �1 − 𝑒−�1−𝑗𝜔��

�1 + 𝑗𝜔� �1 − 𝑗𝜔�

=
1 − 𝑒−�1+𝑗𝜔� − 𝑗𝜔 �1 − 𝑒−�1+𝑗𝜔�� + �1 − 𝑒−�1−𝑗𝜔�� + 𝑗𝜔 �1 − 𝑒−�1−𝑗𝜔��

1 + 𝜔2

=
1 − 𝑒−�1+𝑗𝜔� − 𝑗𝜔 + 𝑗𝜔𝑒−�1+𝑗𝜔� + �1 − 𝑒−�1−𝑗𝜔�� + 𝑗𝜔 − 𝑗𝜔𝑒−�1−𝑗𝜔�

1 + 𝜔2

=
1 − 𝑒−�1+𝑗𝜔� + 𝑗𝜔𝑒−�1+𝑗𝜔� + 1 − 𝑒−�1−𝑗𝜔� − 𝑗𝜔𝑒−�1−𝑗𝜔�

1 + 𝜔2

=
1 − 𝑒−1𝑒−𝑗𝜔 + 𝑗𝜔𝑒−1𝑒−𝑗𝜔 + 1 − 𝑒−1𝑒𝑗𝜔 − 𝑗𝜔𝑒−1𝑒𝑗𝜔

1 + 𝜔2

=
1 − 𝑒−1 �𝑒𝑗𝜔 + 𝑒−𝑗𝜔� − 𝑗𝜔𝑒−1 �𝑒𝑗𝜔 − 𝑒−𝑗𝜔�

1 + 𝜔2

=
1

1 + 𝜔2 −
𝑒−1

1 + 𝜔2 �𝑒
𝑗𝜔 + 𝑒−𝑗𝜔� +

𝜔𝑒−1

1 + 𝜔2

�𝑒𝑗𝜔 − 𝑒−𝑗𝜔�
𝑗

=
1

1 + 𝜔2 −
2

𝑒 �1 + 𝜔2�
cos𝜔 + 2𝜔

𝑒 �1 + 𝜔2�
sin𝜔

The following is a plot of the above

mySol =
2

1 + w2
-
2 ⅇ

-1 Cos[w]

1 + w2
+
2 ⅇ

-1 w Sin[w]

1 + w2
;

Plot[mySol, {w, -Pi, Pi}, Ticks → {Range[-Pi, Pi, Pi / 2], Automatic},

AxesLabel → {"w", "X(w)"}, BaseStyle → 12,

GridLines → {Range[-Pi, Pi, Pi / 2], Automatic}, GridLinesStyle → LightGray,

PlotStyle → Red]

Out[ ]=

-π - π

2

π

2
π

w
0.2

0.4

0.6

0.8

1.0

1.2

X(w)

Figure 4.58: Plot of 𝑋(𝜔)
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We see that 𝑋1 (𝜔) is even and real. This agrees with table 4.1, property 4.3.3 which says
that for real 𝑥 (𝑡) which is even, then its Fourier transform is real and even.

4.4.6.2 Part b

We found 𝑋0 (𝜔) =
1−𝑒−�1+𝑗𝜔�

1+𝑗𝜔 above. Hence −𝑥0 (−𝑡)⟺ −𝑋0 (−𝜔) = −
1−𝑒−�1−𝑗𝜔�

1−𝑗𝜔 = 1−𝑒−�1−𝑗𝜔�

𝑗𝜔−1 . There-
fore

𝑋2 (𝜔) = 𝑋0 (𝜔) − 𝑋0 (−𝜔)

=
1 − 𝑒−�1+𝑗𝜔�

1 + 𝑗𝜔
+
1 − 𝑒−�1−𝑗𝜔�

𝑗𝜔 − 1

=
�𝑗𝜔 − 1� �1 − 𝑒−�1+𝑗𝜔�� + �1 + 𝑗𝜔� �1 − 𝑒−�1−𝑗𝜔��

�1 + 𝑗𝜔� �𝑗𝜔 − 1�

=
𝑗𝜔 �1 − 𝑒−�1+𝑗𝜔�� − �1 − 𝑒−�1+𝑗𝜔�� + �1 − 𝑒−�1−𝑗𝜔�� + 𝑗𝜔 �1 − 𝑒−�1−𝑗𝜔��

𝑗𝜔 − 1 − 𝜔2 − 𝑗𝜔

=
𝑗𝜔 − 𝑗𝜔𝑒−�1+𝑗𝜔� − 1 + 𝑒−�1+𝑗𝜔� + 1 − 𝑒−�1−𝑗𝜔� + 𝑗𝜔 − 𝑗𝜔𝑒−�1−𝑗𝜔�

− �1 + 𝜔2�

=
2𝑗𝜔 − 𝑗𝜔𝑒−�1+𝑗𝜔� + 𝑒−�1+𝑗𝜔� − 𝑒−�1−𝑗𝜔� − 𝑗𝜔𝑒−�1−𝑗𝜔�

− �1 + 𝜔2�

=
2𝑗𝜔 − 𝑗𝜔𝑒−1𝑒−𝑗𝜔 + 𝑒−1𝑒−𝑗𝜔 − 𝑒−1𝑒𝑗𝜔 − 𝑗𝜔𝑒−1𝑒𝑗𝜔

𝑗𝜔 − 𝜔2 − 2

=
2𝑗𝜔 − 𝑗𝜔𝑒−1 �𝑒𝑗𝜔 + 𝑒−𝑗𝜔� − 𝑒−1 �𝑒𝑗𝜔 − 𝑒−𝑗𝜔�

− �1 + 𝜔2�

=
2𝑗𝜔

− �1 + 𝜔2�
− 𝑗𝜔𝑒−1

�𝑒𝑗𝜔 + 𝑒−𝑗𝜔�

− �1 + 𝜔2�
− 𝑒−1

𝑒𝑗𝜔 − 𝑒−𝑗𝜔

− �1 + 𝜔2�

=
2𝑗𝜔

− �1 + 𝜔2�
− 2𝑗𝜔𝑒−1

cos𝜔
− �1 + 𝜔2�

− 2𝑗𝑒−1
sin (𝜔)

− �1 + 𝜔2�

Hence

𝑋2 (𝜔) = 𝑗
⎛
⎜⎜⎜⎜⎝

−2𝜔
�1 + 𝜔2�

+ 2𝜔
cos𝜔

𝑒 �1 + 𝜔2�
+ 2

sin (𝜔)
𝑒 �1 + 𝜔2�

⎞
⎟⎟⎟⎟⎠

=
𝑗

𝑒 �1 + 𝜔2�
(−2𝑒𝜔 + 2𝜔 cos𝜔 + 2 sin (𝜔))

We see that 𝑋2 (𝜔) is pure imaginary. This agrees with table 4.1, property 4.3.3 which says
that for real 𝑥 (𝑡) which is odd, then its Fourier transform is pure imaginary and odd.

The following is a plot of the above which shows that the imaginary part of 𝑋2 (𝜔) is odd
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In[ ]:= Clear["Global`*"];

mySol = I / (Exp[1] (1 + w^2)) * (-2 Exp[1] w + 2 w * Cos[w] + 2 * Sin[w]);

Plot[Im[mySol], {w, -Pi, Pi}, Ticks → {Range[-Pi, Pi, Pi / 2], Automatic},

AxesLabel → {"w", "Im(X(w))"}, BaseStyle → 12,

GridLines → {Range[-Pi, Pi, Pi / 2], Automatic}, GridLinesStyle → LightGray,

PlotStyle → Red]

Out[ ]=

-π - π

2

π

2
π

w

-0.5

0.5

Im(X(w))

Figure 4.59: Plot of imaginary part of 𝑋(𝜔)

4.4.7 Problem 4.26, Chapter 4

Chap. 4 Problems 341 

4.25. Let X(jw) denote the Fourier transform of the signal x(t) depicted in Figure P4.25. 
(a) Find 1:X(jw ). 
(b) Find X(jO). 

(c) Findf:oox(jw)dw. 

(d) Evaluate J :oo X(jw ) 2s:w ejlw dw. 

(e) Evaluate J :oo iX(Jw )1 2 dw. 
(f) Sketch the inverse Fourier transform of CRe{X(jw )}. 

Note: You should perform all these calculations without explicitly evaluating X(jw ). 

X (t) 

-1 0 2 3 Figure P4.25 

4.26. (a) Compute the convolution of each of the following pairs of signals x(t) and h(t) 
by calculating X(jw) and H(jw ), using the convolution property, and inverse 
transforming. 
(i) x(t) = te-lt u(t), h(t) = e-4t u(t) 
(ii) x(t) = te-lt u(t), h(t) = te-4t u(t) 
(iii) x(t) = e-tu(t), h(t) = etu(-t) 

(b) Suppose that x(t) = e-(t-l)u(t- 2) and h(t) is as depicted in Figure P4.26. Ver
ify the convolution property for this pair of signals by showing that the Fourier 
transform of y(t) = x(t) * h(t) equals H(jw )X(jw ). 

-1 3 Figure P4.26 

4.27. Consider the signals 

x(t) = u(t - 1) - 2u(t- 2) + u(t - 3) 

and 

00 

i(t) = L, x(t- kT), 
k= -00 

Figure 4.60: Problem description

Solution
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4.4.7.1 Part a

4.4.7.1.1 Part i
𝑦 (𝑡) = 𝑥 (𝑡) ⊛ ℎ (𝑡)

Taking Fourier transform the above, convolution becomes multiplication

𝑌 (𝜔) = 𝑋 (𝜔)𝐻 (𝜔)

Given that 𝑥 (𝑡) = 𝑡𝑒−2𝑡𝑢 (𝑡), then from tables 𝑋 (𝜔) = 1

�2+𝑗𝜔�
2 and given that ℎ (𝑡) = 𝑒−4𝑡𝑢 (𝑡) then

from table 4.2 𝐻 (𝜔) = 1
4+𝑗𝜔 . Hence the above becomes

𝑌 (𝜔) =
1

�2 + 𝑗𝜔�
2
�4 + 𝑗𝜔�

Doing partial fractions. Let 𝑠 = 𝑗𝜔 then

1
(2 + 𝑠)2 (4 + 𝑠)

=
𝐴

(2 + 𝑠)2
+

𝐵
2 + 𝑠

+
𝐶
4 + 𝑠

=
𝐴 (4 + 𝑠) + 𝐵 ((2 + 𝑠) (4 + 𝑠)) + 𝐶 (2 + 𝑠)2

(2 + 𝑠)2 (4 + 𝑠)

Expanding numerator

1 = 4𝐴 + 8𝐵 + 4𝐶 + 𝐵𝑠2 + 𝐶𝑠2 + 𝐴𝑠 + 6𝐵𝑠 + 4𝐶𝑠
1 = (4𝐴 + 8𝐵 + 4𝐶) + 𝑠 (𝐴 + 6𝐵 + 4𝐶) + 𝑠2 (𝐵 + 𝐶)

Comparing coe�cients

1 = 4𝐴 + 8𝐵 + 4𝐶
0 = 𝐴 + 6𝐵 + 4𝐶
0 = 𝐵 + 𝐶

Or ⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

4 8 4
1 6 4
0 1 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝐴
𝐵
𝐶

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
0
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

Gaussian elimination. Multiplying second row by 4 and subtracting result from first row
gives ⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

4 8 4
0 16 12
0 1 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝐴
𝐵
𝐶

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
−1
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
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Multiplying third row by 16 and subtracting result from second row gives

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

4 8 4
0 16 12
0 0 4

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝐴
𝐵
𝐶

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
−1
1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

Backsubstitution. Last row gives 𝐶 = 1
4 . Second row gives 16𝐵+ 12𝐶 = −1 or 16𝐵 = −1− 12 �14�,

hence 16𝐵 = −4, Hence 𝐵 = −1
4 . First row gives 4𝐴 + 8𝐵 + 4𝐶 = 1 or 4𝐴 + 8 �−1

4
� + 4 �14� = 1 or

4𝐴 − 2 + 1 = 1. Hence 𝐴 = 1
2 . Therefore partial fractions gives

1
(2 + 𝑠)2 (4 + 𝑠)

=
�1
2
�

(2 + 𝑠)2
+
�−1

4
�

2 + 𝑠
+
�1
4
�

4 + 𝑠

Replacing 𝑠 back with 𝑗𝜔

𝑌 (𝜔) =
1
2

1

�2 + 𝑗𝜔�
2 −

1
4

1
2 + 𝑗𝜔

+
1
4

1
4 + 𝑗𝜔

Applying inverse Fourier transform, using table gives

𝑦 (𝑡) =
1
2
𝑡𝑒−2𝑡𝑢 (𝑡) −

1
4
𝑒−2𝑡𝑢 (𝑡) +

1
4
𝑒−4𝑡𝑢 (𝑡)

4.4.7.1.2 Part ii
𝑦 (𝑡) = 𝑥 (𝑡) ⊛ ℎ (𝑡)

Taking Fourier transform the above, convolution becomes multiplication

𝑌 (𝜔) = 𝑋 (𝜔)𝐻 (𝜔)

Given that 𝑥 (𝑡) = 𝑡𝑒−2𝑡𝑢 (𝑡), then from tables 𝑋 (𝜔) = 1

�2+𝑗𝜔�
2 and given that ℎ (𝑡) = 𝑡𝑒−4𝑡𝑢 (𝑡)

then from table 4.2 𝐻 (𝜔) = 1

�4+𝑗𝜔�
2 . Hence the above becomes

𝑌 (𝜔) =
1

�2 + 𝑗𝜔�
2
�4 + 𝑗𝜔�

2

Doing partial fractions. Let 𝑠 = 𝑗𝜔 then

1
(2 + 𝑠)2 (4 + 𝑠)2

=
𝐴

(2 + 𝑠)2
+

𝐵
2 + 𝑠

+
𝐶

(4 + 𝑠)2
+

𝐷
(4 + 𝑠)

=
𝐴 (4 + 𝑠)2 + 𝐵 �(2 + 𝑠) (4 + 𝑠)2� + 𝐶 (2 + 𝑠)2 + 𝐷�(2 + 𝑠)2 (4 + 𝑠)�

(2 + 𝑠)2 (4 + 𝑠)2
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Expanding numerator

1 = 16𝐴 + 32𝐵 + 4𝐶 + 16𝐷 + 20𝑠𝐷 + 𝐴𝑠2 + 10𝐵𝑠2 + 𝐵𝑠3 + 𝐶𝑠2 + 8𝑠2𝐷 + 𝑠3𝐷 + 8𝐴𝑠 + 32𝐵𝑠 + 4𝐶𝑠
1 = (16𝐴 + 32𝐵 + 4𝐶 + 16𝐷) + 𝑠 (20𝐷 + 8𝐴 + 32𝐵 + 4𝐶) + 𝑠2 (𝐴 + 10𝐵 + 𝐶 + 8𝐷) + 𝑠3 (𝐵 + 𝐷)

Comparing coe�cients

1 = 16𝐴 + 32𝐵 + 4𝐶 + 16𝐷
0 = 8𝐴 + 32𝐵 + 4𝐶 + 20𝐷
0 = 𝐴 + 10𝐵 + 𝐶 + 8𝐷
0 = 𝐵 + 𝐷

Or ⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

16 32 4 16
8 32 4 20
1 10 1 8
0 1 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝐴
𝐵
𝐶
𝐷

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
0
0
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Gaussian elimination. replacing row 2 by result of subtracting 1/2 times row 1 from row 2
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

16 32 4 16
0 16 2 12
1 10 1 8
0 1 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝐴
𝐵
𝐶
𝐷

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
−1
2
0
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Replacing row 3 by result of subtracting 1
16 times row 1 from row 3

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

16 32 4 16
0 16 2 12
0 8 3

4 7
0 1 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝐴
𝐵
𝐶
𝐷

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
−1
2

− 1
16
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Replacing row 3 by result of subtracting 1
2 times row 2 from row 3

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

16 32 4 16
0 16 2 12
0 0 −1

4 1
0 1 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝐴
𝐵
𝐶
𝐷

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
−1
23

16
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Replacing row 4 by result of subtracting 1
16 times row 2 from row 4

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

16 32 4 16
0 16 2 12
0 0 −1

4 1
0 0 −1

8
1
4

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝐴
𝐵
𝐶
𝐷

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
−1
2
3
16
1
32

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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Replacing row 4 by result of subtracting 1
2 times row 3 from row 4

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

16 32 4 16
0 16 2 12
0 0 −1

4 1
0 0 0 −1

4

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝐴
𝐵
𝐶
𝐷

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
−1
2
3
16
−1
16

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Backsubstitution phase:

−1
4
𝐷 =

−1
16

𝐷 =
1
4

Third row gives −1
4 𝐶 + 𝐷 = 3

16 or −1
4 𝐶 +

1
4 =

3
16 → 𝐶 = 1

4 . Second row gives 16𝐵 + 2𝐶 + 12𝐷 =

−1
2 or 16𝐵 + 2 �14� + 12 �

1
4
� = −1

2 → 𝐵 = −1
4 . First row gives 16𝐴 + 32𝐵 + 4𝐶 + 16𝐷 = 1 or

16𝐴 + 32 �−1
4
� + 4 �14� + 16 �

1
4
� = 1,→ 𝐴 = 1

4 .

Therefore partial fractions gives

1
(2 + 𝑠)2 (4 + 𝑠)2

=
𝐴

(2 + 𝑠)2
+

𝐵
2 + 𝑠

+
𝐶

(4 + 𝑠)2
+

𝐷
(4 + 𝑠)

=
1
4

1
(2 + 𝑠)2

−
1
4

1
2 + 𝑠

+
1
4

1
(4 + 𝑠)2

+
1
4

1
(4 + 𝑠)

Replace 𝑠 back with 𝑗𝜔

𝑌 (𝜔) =
1
4

1

�2 + 𝑗𝜔�
2 −

1
4

1
2 + 𝑗𝜔

+
1
4

1

�4 + 𝑗𝜔�
2 +

1
4

1
�4 + 𝑗𝜔�

Applying inverse Fourier transform, using table gives

𝑦 (𝑡) =
1
4
𝑡𝑒−2𝑡𝑢 (𝑡) −

1
4
𝑒−2𝑡𝑢 (𝑡) +

1
4
𝑡𝑒−4𝑡𝑢 (𝑡) +

1
4
𝑒−4𝑡𝑢 (𝑡)

4.4.7.1.3 Part iii
𝑦 (𝑡) = 𝑥 (𝑡) ⊛ ℎ (𝑡)

Taking Fourier transform the above, convolution becomes multiplication

𝑌 (𝜔) = 𝑋 (𝜔)𝐻 (𝜔)

Given that 𝑥 (𝑡) = 𝑒−𝑡𝑢 (𝑡), then from tables 𝑋 (𝜔) = 1
�1+𝑗𝜔�

and given that ℎ (𝑡) = 𝑒𝑡𝑢 (−𝑡) then

𝐻 (𝜔) = 1
1−𝑗𝜔 . Hence the above becomes

𝑌 (𝜔) =
1

�1 + 𝑗𝜔�
1

�1 − 𝑗𝜔�
159



4.4. HW 4 CHAPTER 4. HWS

Doing partial fractions. Let 𝑠 = 𝑗𝜔 then

1
(1 + 𝑠)

1
(1 − 𝑠)

=
𝐴

(1 + 𝑠)
+

𝐵
1 − 𝑠

Hence 𝐴 = � 1
(1−𝑠)

�
𝑠=−1

= 1
2 and 𝐵 = � 1

(1+𝑠)
�
𝑠=1

= 1
2 . Hence

𝑌 (𝜔) =
1
2

1
�1 + 𝑗𝜔�

+
1
2

1
1 − 𝑗𝜔

Therefore
𝑦 (𝑡) =

1
2
𝑒−𝑡𝑢 (𝑡) +

1
2
𝑒𝑡𝑢 (−𝑡)

The above means for 𝑡 < 0, 𝑦 (𝑡) = 1
2𝑒

𝑡 and for 𝑡 > 0, 𝑦 (𝑡) = 1
2𝑒

−𝑡.

4.4.7.2 Part b

𝑥 (𝑡) = 𝑒−(𝑡−2)𝑢 (𝑡 − 2), ℎ (𝑡) = 𝑢 (𝑡 + 1) − 𝑢 (𝑡 − 3). Let us first find 𝑋 (𝜔) and 𝐻 (𝜔)

𝑋 (𝜔) = �
∞

−∞
𝑒−(𝑡−2)𝑢 (𝑡 − 2) 𝑒−𝑗𝜔𝑡𝑑𝑡

= �
∞

2
𝑒−(𝑡−2)𝑒−𝑗𝜔𝑡𝑑𝑡

= �
∞

2
𝑒−𝑡𝑒2𝑒−𝑗𝜔𝑡𝑑𝑡

= 𝑒2�
∞

2
𝑒−𝑡�1+𝑗𝜔�𝑑𝑡

= −
𝑒2

1 + 𝑗𝜔 �
𝑒−𝑡�1+𝑗𝜔��

∞

2

= −
𝑒2

1 + 𝑗𝜔
�0 − 𝑒−2�1+𝑗𝜔��

=
𝑒2𝑒−2�1+𝑗𝜔�

1 + 𝑗𝜔

=
𝑒−2−2𝑗𝜔+2

1 + 𝑗𝜔

=
𝑒−2𝑗𝜔

1 + 𝑗𝜔
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And

𝐻 (𝜔) = �
∞

−∞
𝑢 (𝑡 + 1) − 𝑢 (𝑡 − 3) 𝑒−𝑗𝜔𝑡𝑑𝑡

= �
3

−1
𝑒−𝑗𝜔𝑡𝑑𝑡

=
1
𝑗𝜔
�𝑒−𝑗𝜔𝑡�

3

−1

=
1
𝑗𝜔
�𝑒−3𝑗𝜔 − 𝑒𝑗𝜔𝑡�

=
1
𝑗𝜔
𝑒−𝑗𝜔 �𝑒−𝑗2𝜔 − 𝑒𝑗2𝜔𝑡�

= −
1
𝑗𝜔
𝑒−𝑗𝜔 �𝑒𝑗2𝜔𝑡 − 𝑒−𝑗2𝜔�

= −
1
𝜔
𝑒−𝑗𝜔 �

𝑒𝑗2𝜔𝑡 − 𝑒−𝑗2𝜔

𝑗 �

= −
2
𝜔
𝑒−𝑗𝜔 sin (2𝜔)

Hence

𝑌 (𝜔) = 𝐻 (𝜔)𝑋 (𝜔)

=
𝑒−2𝑗𝜔

1 + 𝑗𝜔 �
−
2
𝜔
𝑒−𝑗𝜔 sin (2𝜔)�

=
−2

𝜔 �1 + 𝑗𝜔�
𝑒−2𝑗𝜔𝑒−𝑗𝜔 sin (2𝜔)

=
−2

𝜔 �1 + 𝑗𝜔�
𝑒−3𝑗𝜔 sin (2𝜔) (1)

Now,

𝑦 (𝑡) = 𝑥 (𝑡) ⊛ ℎ (𝑡)

= �
∞

−∞
𝑥 (𝜏) ℎ (𝑡 − 𝜏) 𝑑𝜏

Folding ℎ (𝑡). For 𝑡 < 1, then 𝑦 (𝑡) = 0. For 2 < 1 + 𝑡 < 6 or 1 < 𝑡 < 5

𝑦 (𝑡) = �
1+𝑡

2
𝑥 (𝜏) 𝑑𝜏

= �
1+𝑡

2
𝑒−(𝜏−2)𝑑𝜏

= − �𝑒−(𝜏−2)�
1+𝑡

2

= − �𝑒−(1+𝑡−2) − 𝑒−(2−2)�

= − �𝑒−(−1+𝑡) − 1�

= 1 − 𝑒1−𝑡
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For 6 < 1 + 𝑡 or 𝑡 > 5

𝑦 (𝑡) = �
𝑡+1

𝑡−3
𝑥 (𝜏) 𝑑𝜏

= �
𝑡+1

𝑡−3
𝑒−(𝜏−2)𝑑𝜏

= − �𝑒−(𝜏−2)�
1+𝑡

𝑡−3

= − �𝑒−(1+𝑡−2) − 𝑒−(𝑡−3−2)�

= − �𝑒−(−1+𝑡) − 𝑒−(𝑡−5)�

= − �𝑒1−𝑡 − 𝑒5−𝑡�

= 𝑒5−𝑡 − 𝑒1−𝑡

Hence

𝑦 (𝑡) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 𝑡 < 1
1 − 𝑒1−𝑡 1 < 𝑡 < 5
𝑒5−𝑡 − 𝑒1−𝑡 𝑡 > 5

The above can be written as 𝑦 (𝑡)

𝑦 (𝑡) = �1 − 𝑒1−𝑡� (𝑢 (𝑡 − 1) − 𝑢 (𝑡 − 5)) + �𝑒5−𝑡 − 𝑒1−𝑡� 𝑢 (𝑡 − 5)

= 𝑢 (𝑡 − 1) − 𝑢 (𝑡 − 5) − 𝑒1−𝑡 (𝑢 (𝑡 − 1) − 𝑢 (𝑡 − 5)) + �𝑒5−𝑡 − 𝑒1−𝑡� 𝑢 (𝑡 − 5)

= 𝑢 (𝑡 − 1) − 𝑢 (𝑡 − 5) − 𝑒1−𝑡𝑢 (𝑡 − 1) + 𝑒1−𝑡𝑢 (𝑡 − 5) + 𝑒5−𝑡𝑢 (𝑡 − 5) − 𝑒1−𝑡𝑢 (𝑡 − 5)
= 𝑢 (𝑡 − 1) − 𝑢 (𝑡 − 5) − 𝑒1−𝑡𝑢 (𝑡 − 1) + 𝑒5−𝑡𝑢 (𝑡 − 5) (2)

Taking the Fourier transform of the above from tables

𝑢 (𝑡 − 1)⟺
1
𝑗𝜔
𝑒−𝑗𝜔 + 𝜋𝛿 (𝜔)

𝑢 (𝑡 − 5)⟺
1
𝑗𝜔
𝑒−5𝑗𝜔 + 𝜋𝛿 (𝜔)

𝑒1−𝑡𝑢 (𝑡 − 1)⟺
𝑒−𝑗𝜔

1 + 𝑗𝜔

𝑒5−𝑡𝑢 (𝑡 − 5)⟺
𝑒−5𝑗𝜔

1 + 𝑗𝜔
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Hence 𝑌 (𝜔) is

𝑌 (𝜔) =
1
𝑗𝜔
𝑒−𝑗𝜔 + 𝜋𝛿 (𝜔) − �

1
𝑗𝜔
𝑒−5𝑗𝜔 + 𝜋𝛿 (𝜔)� −

𝑒−𝑗𝜔

1 + 𝑗𝜔
+
𝑒−5𝑗𝜔

1 + 𝑗𝜔

=
1
𝑗𝜔
𝑒−𝑗𝜔 −

1
𝑗𝜔
𝑒−5𝑗𝜔 −

𝑒−𝑗𝜔

1 + 𝑗𝜔
+
𝑒−5𝑗𝜔

1 + 𝑗𝜔

=
𝑒−3𝑗𝜔

𝜔 �
1
𝑗
𝑒2𝑗𝜔 −

1
𝑗
𝑒−2𝑗𝜔� −

𝑒−𝑗𝜔

1 + 𝑗𝜔
+
𝑒−5𝑗𝜔

1 + 𝑗𝜔

=
𝑒−3𝑗𝜔

𝜔
2 (sin 2𝜔) − 𝑒−3𝑗𝜔

1 + 𝑗𝜔
�𝑒2𝑗𝜔 − 𝑒−2𝑗𝜔�

=
𝑒−3𝑗𝜔

𝜔
2 (sin 2𝜔) − 2 𝑒

−3𝑗𝜔

𝑗 + 𝜔
sin 2𝜔

= 2𝑒−3𝑗𝜔 sin 2𝜔 �
1
𝜔
−

1
𝑗 + 𝜔�

= 2𝑒−3𝑗𝜔 sin 2𝜔
⎛
⎜⎜⎜⎜⎝
𝑗 + 𝜔 − 𝜔
𝜔 �𝜔 + 𝑗�

⎞
⎟⎟⎟⎟⎠

= 2𝑒−3𝑗𝜔 sin 2𝜔 𝑗
𝜔 �𝜔 + 𝑗�

= −2𝑒−3𝑗𝜔 sin 2𝜔 1
𝜔 �1 + 𝑗𝜔�

Comparing the above to (1) shows they are the same.

Hence this shows that Fourier transform of 𝑥 (𝑡) ⊛ ℎ (𝑡) gives same answer as 𝐻 (𝜔)𝑋 (𝜔)
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4.4.8 key solution

Scanned with CamScanner
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Scanned with CamScanner
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Scanned with CamScanner
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Scanned with CamScanner

167



4.4. HW 4 CHAPTER 4. HWS

Scanned with CamScanner
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Scanned with CamScanner
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Scanned with CamScanner
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Scanned with CamScanner
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Scanned with CamScanner
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Scanned with CamScanner
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4.5.1 Problem 5.3, Chapter 5

Determine the Fourier transform for −𝜋 ≤ 𝜔 < 𝜋 in the case of each of the following periodic
signals (a) sin �𝜋3𝑛 +

𝜋
4
� (b) 2 + cos �𝜋6𝑛 +

𝜋
8
�

solution

4.5.1.1 Part a

Since the signal is periodic, then the Fourier transform is given by

𝑋 (Ω) = 2𝜋
∞
�
𝑘=−∞

𝑎𝑘𝛿 (Ω − 𝑘Ω0) (1)

Where 𝑎𝑘 are the Fourier series coe�cients of 𝑥 [𝑛]. To determine 𝑎𝑘 we can expression 𝑥 [𝑛]
using Euler relation. To find the period, 𝜋

3𝑁 = 𝑚2𝜋. Hence 𝑚
𝑁 = 1

6 . Hence

𝑁 = 6

Therefore Ω0 =
2𝜋
𝑁 = 𝜋

3 . Now, using Euler relation

sin �𝜋
3
𝑛 +

𝜋
4
� =

𝑒�
𝜋
3 𝑛+

𝜋
4 �𝑗 − 𝑒−�

𝜋
3 𝑛+

𝜋
4 �𝑗

2𝑗

=
1
2𝑗
𝑒𝑗

𝜋
4 �𝑒𝑗

𝜋
3 𝑛� −

1
2𝑗
𝑒−𝑗

𝜋
4 �𝑒−𝑗

𝜋
3 𝑛� (2)

Comparing (2) to Fourier series expansion of periodic signal given by

𝑥 [𝑛] =
𝑁−1
�
𝑘=0

𝑎𝑘𝑒𝑗𝑘Ω0𝑛

=
5
�
𝑘=0

𝑎𝑘𝑒𝑗𝑘Ω0𝑛

=
3
�
𝑘=−2

𝑎𝑘𝑒𝑗𝑘Ω0𝑛
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Since Ω0 =
𝜋
3 then the above becomes

𝑥 [𝑛] =
3
�
𝑘=−2

𝑎𝑘𝑒
𝑗𝑘𝜋3 𝑛

Comparing the above with (2) shows that 𝑎1 =
1
2𝑗𝑒

𝑗𝜋4 and 𝑎−1 = −
1
2𝑗𝑒

−𝑗𝜋4 and all other 𝑎𝑘 = 0
for 𝑘 = −2, 0, 2, 3. Hence (1) becomes

𝑋 (Ω) = 2𝜋 (𝑎−1𝛿 (Ω + Ω0) + 𝑎1𝛿 (Ω − Ω0))

= 2𝜋 �−
1
2𝑗
𝑒−𝑗

𝜋
4 𝛿 �Ω +

𝜋
3
� +

1
2𝑗
𝑒𝑗

𝜋
4 𝛿 �Ω −

𝜋
3
��

=
𝜋
𝑗
�−𝑒−𝑗

𝜋
4 𝛿 �Ω +

𝜋
3
� + 𝑒𝑗

𝜋
4 𝛿 �Ω −

𝜋
3
��

4.5.1.2 Part b

Since the signal 2 + cos �𝜋6𝑛 +
𝜋
8
� is periodic, then the Fourier transform is given by

𝑋 (Ω) = 2𝜋
∞
�
𝑘=−∞

𝑎𝑘𝛿 (Ω − 𝑘Ω0) (1)

Where 𝑎𝑘 are the Fourier series coe�cients of 𝑥 [𝑛]. To determine 𝑎𝑘 we can expression 𝑥 [𝑛]
using Euler relation. To find the period, 𝜋

6𝑁 = 𝑚2𝜋. Hence 𝑚
𝑁 = 1

12 . Hence

𝑁 = 12

Therefore Ω0 =
2𝜋
𝑁 = 𝜋

6 . Now, using Euler relation

2 + cos �𝜋
6
𝑛 +

𝜋
8
� = 2 +

𝑒�
𝜋
6 𝑛+

𝜋
8 �𝑗 + 𝑒−�

𝜋
6 𝑛+

𝜋
8 �𝑗

2

= 2 +
1
2
𝑒𝑗

𝜋
8 �𝑒𝑗

𝜋
6 𝑛� +

1
2
𝑒−𝑗

𝜋
8 �𝑒−𝑗

𝜋
6 𝑛� (2)

Comparing (2) to Fourier series expansion of periodic signal given by

𝑥 [𝑛] =
𝑁−1
�
𝑘=0

𝑎𝑘𝑒𝑗𝑘Ω0𝑛

=
11
�
𝑘=0

𝑎𝑘𝑒𝑗𝑘Ω0𝑛

=
6
�
𝑘=−5

𝑎𝑘𝑒𝑗𝑘Ω0𝑛

Since Ω0 =
𝜋
6 then the above becomes

𝑥 [𝑛] =
6
�
𝑘=−5

𝑎𝑘𝑒
𝑗𝑘𝜋6 𝑛
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Comparing the above with (2) shows that 𝑎0 = 2, 𝑎1 =
1
2𝑒

𝑗𝜋8 and 𝑎−1 =
1
2𝑒

−𝑗𝜋8 and all other
𝑎𝑘 = 0. Hence (1) becomes

𝑋 (Ω) = 2𝜋 (𝑎0𝛿 (Ω) + 𝑎−1𝛿 (Ω + Ω0) + 𝑎1𝛿 (Ω − Ω0))

= 2𝜋 �2𝛿 (Ω) +
1
2
𝑒−𝑗

𝜋
8 𝛿 �Ω +

𝜋
6
� +

1
2
𝑒𝑗

𝜋
8 𝛿 �Ω −

𝜋
6
��

= 4𝜋𝛿 (Ω) + 𝜋𝑒−𝑗
𝜋
8 𝛿 �Ω +

𝜋
6
� + 𝜋𝑒𝑗

𝜋
8 𝛿 �Ω −

𝜋
6
�

4.5.2 Problem 5.5, Chapter 5

Use the Fourier transform synthesis equation (5.8)

𝑥 [𝑛] =
1
2𝜋 �2𝜋

𝑋 (Ω) 𝑒𝑗Ω𝑛𝑑Ω (5.8)

𝑋 (Ω) =
∞
�
𝑛=−∞

𝑥 [𝑛] 𝑒−𝑗Ω𝑛 (5.9)

To determine the inverse Fourier transform of 𝑋 (Ω) = |𝑋 (Ω)| 𝑒𝑗 arg𝐻(Ω), where |𝑋 (Ω)| =⎧⎪⎪⎨
⎪⎪⎩
1 0 ≤ |Ω| < 𝜋

4
0 𝜋

4 ≤ |Ω| < 𝜋
and arg𝐻 (Ω) = −3Ω

2 . Use your answer to determine the values of n for

which 𝑥 [𝑛] = 0.
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solution

𝑥 [𝑛] =
1
2𝜋 �2𝜋

𝑋 (Ω) 𝑒𝑗Ω𝑛𝑑Ω

=
1
2𝜋 �2𝜋

|𝑋 (Ω)| 𝑒𝑗 arg𝐻(Ω)𝑒𝑗Ω𝑛𝑑Ω

=
1
2𝜋 �

𝜋
4

0
𝑒𝑗 arg𝐻(Ω)𝑒𝑗Ω𝑛𝑑Ω

=
1
2𝜋 �

𝜋
4

−𝜋
4

𝑒𝑗
−3Ω
2 𝑒𝑗Ω𝑛𝑑Ω

=
1
2𝜋 �

𝜋
4

−𝜋
4

𝑒
𝑗Ω�−32 +𝑛�

𝑑Ω

=
1
2𝜋

1

𝑗 �−32 + 𝑛�
�𝑒

𝑗Ω�−32 +𝑛�
�

𝜋
4

−𝜋
4

=
1
2𝜋

1

𝑗 �−32 + 𝑛�
�𝑒

𝑗𝜋4 �
−3
2 +𝑛�

− 𝑒
−𝑗𝜋4 �

−3
2 +𝑛�

�

=
1
𝜋

1

�−3
2 + 𝑛�

⎡
⎢⎢⎢⎢⎢⎢⎢⎣
𝑒
𝑗𝜋4 �

−3
2 +𝑛�

− 𝑒
−𝑗𝜋4 �

−3
2 +𝑛�

2𝑗

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

=
1
𝜋

1

�−3
2 + 𝑛�

sin �
𝜋
4 �

−3
2
+ 𝑛��

=
1
𝜋

sin �𝜋4 �𝑛 −
3
2
��

𝑛 − 3
2

Now the above is zero when sin �𝜋4 �𝑛 −
3
2
�� = 0 or 𝜋

4
�𝑛 − 3

2
� = 𝑚𝜋 for integer 𝑚. Hence

𝑛 − 3
2 = 4𝑚. Or 𝑛 = 4𝑚 + 3

2 . Since 𝑚 is integer, and since 𝑛 must be an integer as well, then

there is no finite 𝑛 where sin �𝜋4 �𝑛 −
3
2
�� = 0. The other option is to look at denominator of

sin�𝜋4 �𝑛−
3
2 ��

𝑛− 3
2

and ask where is that ∞. This happens when 𝑛 → ±∞ and only then 𝑥 [𝑛] = 0.

4.5.3 Problem 5.9, Chapter 5

The following four facts are given about a real signal 𝑥 [𝑛] with Fourier transform 𝑋 (Ω)

1. 𝑥 [𝑛] = 0 for 𝑛 > 0

2. 𝑥 [0] > 0
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3. Im (𝑋 (Ω)) = sinΩ − sin (2Ω)

4. 1
2𝜋
∫𝜋

−𝜋
|𝑋 (Ω)|2 𝑑Ω = 3

Determine 𝑥 [𝑛]

solution

From tables we know that the odd part of 𝑥 [𝑛] has Fourier transform which is 𝑗 Im (𝑋 (Ω)).
Hence using (3) above, this means that odd part of 𝑥 [𝑛] has Fourier transform of 𝑗 (sinΩ − sin (2Ω))
or 𝑗 � 𝑒

𝑗Ω−𝑒−𝑗Ω

2𝑗 − 𝑒𝑗2Ω−𝑒−𝑗2Ω

2𝑗
� or 1

2
�𝑒𝑗Ω − 𝑒−𝑗Ω − 𝑒𝑗2Ω + 𝑒−𝑗2Ω�. From tables, we know find the inverse

Fourier transform of this. Hence odd part of 𝑥 [𝑛] is 1
2
(𝛿 [𝑛 + 1] − 𝛿 [𝑛 − 1] − 𝛿 [𝑛 + 2] + 𝛿 [𝑛 − 2]).

So now we know what the odd part of 𝑥 [𝑛] is.

But since 𝑥 [𝑛] = 0 for 𝑛 > 0 then the odd part of 𝑥 [𝑛] reduces to 1
2
(𝛿 [𝑛 + 1] − 𝛿 [𝑛 + 2]).

But we also know that any function can be expressed as the sum of its odd part and its even

part. But since 𝑥 [𝑛] = 0 for 𝑛 > 0 then this means 𝑥 [𝑛] = 2 �12 (𝛿 [𝑛 + 1] − 𝛿 [𝑛 + 2])� for 𝑛 < 0.
Hence

𝑥 [𝑛] = 𝛿 [𝑛 + 1] − 𝛿 [𝑛 + 2] 𝑛 < 0

Finally, using (4) above,

1
2𝜋 �

𝜋

−𝜋
|𝑋 (Ω)|2 𝑑Ω = 3 =

∞
�
𝑛=−∞

|𝑥 [𝑛]|2 =
0
�
𝑛=−∞

|𝑥 [𝑛]|2

Hence

3 = |𝛿 [−1]|2 + |𝛿 [−2]|2 + |𝑥 [0]|2

= 1 + 1 + 𝑥 [𝑛]2

𝑥 [𝑛]2 = 3 − 2
= 1

Therefore 𝑥 [𝑛] = 1 or 𝑥 [𝑛] = −1. But from (2) 𝑥 [0] > 0. Hence 𝑥 [0]. Therefore

𝑥 [𝑛] = 𝛿 [𝑛 + 1] − 𝛿 [𝑛 + 2] + 𝛿 [𝑛] 𝑛 ≤ 0

4.5.4 Problem 5.13, Chapter 5

An LTI system with impulse response ℎ1 [𝑛] = �
1
3
�
𝑛
𝑢 [𝑛] is connected in parallel with another

causal LTI system with impulse response ℎ2 [𝑛]. The resulting parallel

interconnection has the frequency response

𝐻 (Ω) =
−12 + 5𝑒−𝑗Ω

12 − 7𝑒−𝑗Ω + 𝑒−𝑗2Ω

Determine ℎ2 [𝑛].
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solution

Since the connection is parallel, then ℎ [𝑛] = ℎ1 [𝑛]+ℎ2 [𝑛]. Or 𝐻 (Ω) = 𝐻1 (Ω)+𝐻2 (Ω). Hence

𝐻2 (Ω) = 𝐻 (Ω) − 𝐻1 (Ω) (1)

But

𝐻1 (Ω) =
∞
�
𝑛=−∞

ℎ1 [𝑛] 𝑒−𝑗Ω𝑛

=
∞
�
𝑛=0

�
1
3�

𝑛

𝑒−𝑗Ω𝑛

=
∞
�
𝑛=0

�
1
3
𝑒−𝑗Ω�

𝑛

=
∞
�
𝑛=0

𝑎𝑛 =
1

1 − 𝑎
=

1
1 − 1

3𝑒
−𝑗Ω

=
3

3 − 𝑒−𝑗Ω

Therefore from (1)

𝐻2 (Ω) =
−12 + 5𝑒−𝑗Ω

12 − 7𝑒−𝑗Ω + 𝑒−𝑗2Ω
−

3
3 − 𝑒−𝑗Ω

Let 𝑒−𝑗Ω = 𝑥 to simplify notation. The above becomes

𝐻2 (Ω) =
−12 + 5𝑥

12 − 7𝑥 + 𝑥2
−

3
3 − 𝑥

=
−12 + 5𝑥

(𝑥 − 3) (𝑥 − 4)
+

3
(𝑥 − 3)

=
−12 + 5𝑥 + 3 (𝑥 − 4)
(𝑥 − 3) (𝑥 − 4)

=
−12 + 5𝑥 + 3𝑥 − 12
(𝑥 − 3) (𝑥 − 4)

=
8𝑥 − 24

(𝑥 − 3) (𝑥 − 4)

=
8 (𝑥 − 3)

(𝑥 − 3) (𝑥 − 4)

=
8

(𝑥 − 4)

= −2

⎛
⎜⎜⎜⎜⎜⎝

1
1 − 1

4𝑥

⎞
⎟⎟⎟⎟⎟⎠

Hence

𝐻2 (Ω) = −2

⎛
⎜⎜⎜⎜⎜⎝

1
1 − 1

4𝑒
−𝑗Ω

⎞
⎟⎟⎟⎟⎟⎠
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from tables, 𝑎𝑛𝑢 [𝑛]⟺ 1
1−𝑎𝑒−𝑗Ω

for |𝑎| < 1. Comparing this to the above gives

ℎ2 [𝑛] = −2 �
1
4�

𝑛

𝑢 [𝑛]

4.5.5 Problem 5.19, Chapter 5

Consider a causal and stable LTI system 𝑆 whose input 𝑥 [𝑛] and output 𝑦 [𝑛] are related
through the second-order di�erence equation

𝑦 [𝑛] −
1
6
𝑦 [𝑛 − 1] −

1
6
𝑦 [𝑛 − 2] = 𝑥 [𝑛]

(a) Determine the frequency response 𝐻 (Ω) for the system 𝑆. (b) Determine the impulse
response ℎ[𝑛] for the system 𝑆.

solution

4.5.5.1 part a

Taking DFT of the di�erence equation gives

𝑌 (Ω) −
1
6
𝑒−𝑗Ω𝑌 (Ω) −

1
6
𝑒−𝑗2Ω𝑌 (Ω) = 𝑋 (Ω)

𝑌 (Ω) �1 −
1
6
𝑒−𝑗Ω −

1
6
𝑒−𝑗2Ω� = 𝑋 (Ω)

𝑌 (Ω)
𝑋 (Ω)

=
1

1 − 1
6𝑒

−𝑗Ω − 1
6𝑒

−𝑗2Ω

Let 𝑒−𝑗Ω = 𝑥 to simplify the notation, then

𝑌 (Ω)
𝑋 (Ω)

=
1

1 − 1
6𝑥 −

1
6𝑥

2
=

6
6 − 𝑥 − 𝑥2

=
−6

𝑥2 + 𝑥 − 6
=

−6
(𝑥 − 2) (𝑥 + 3)

Hence

𝐻 (Ω) =
𝑌 (Ω)
𝑋 (Ω)

=
−6

�𝑒−𝑗Ω − 2� �𝑒−𝑗Ω + 3�

4.5.5.2 part b

Applying partial fractions

𝐻 (Ω) =
−6

�𝑒−𝑗Ω − 2� �𝑒−𝑗Ω + 3�
=

𝐴
(𝑥 − 2)

+
𝐵

(𝑥 + 3)
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Hence 𝐴 = −6
5 , 𝐵 =

6
5 . Therefore

𝐻 (Ω) = −
6
5

1
𝑒−𝑗Ω − 2

+
6
5

1
𝑒−𝑗Ω + 3

= −
3
5

1
1
2𝑒

−𝑗Ω − 1
+
2
5

1
1
3𝑒

−𝑗Ω + 1

=
3
5

1
1 − 1

2𝑒
−𝑗Ω

+
2
5

1
1 + 1

3𝑒
−𝑗Ω

Taking the inverse DFT using tables gives

ℎ [𝑛] =
3
5 �

1
2�

𝑛

𝑢 [𝑛] +
2
5 �
−
1
3�

𝑛

𝑢 [𝑛]

= �
3
5 �

1
2�

𝑛

+
2
5 �
−
1
3�

𝑛

� 𝑢 [𝑛]

4.5.6 Problem 5.30, Chapter 5

In Chapter 4, we indicated that the continuous-time LTI system with impulse response

ℎ (𝑡) =
𝑊
𝜋

sin 𝑐 �
𝑊𝑡
𝜋 � =

sin (𝑊𝑡)
𝜋𝑡

plays a very important role in LTI system analysis. The same is true of the discrete time
LTI system with impulse response

ℎ (𝑛) =
𝑊
𝜋

sinc �
𝑊𝑛
𝜋 � =

sin (𝑊𝑛)
𝜋𝑛

(a) Determine and sketch the frequency response for the system with impulse response ℎ [𝑛].
(b) Consider the signal 𝑥 [𝑛] = sin �𝜋𝑛8 � − 2 cos �𝜋𝑛4 �. Suppose that this signal is the input to
LTI systems with the following impulse responses. Determine the output in each case (i)

ℎ [𝑛] =
sin�𝜋𝑛6 �

𝜋𝑛 . (ii) ℎ [𝑛] =
sin�𝜋𝑛6 �

𝜋𝑛 +
sin�𝜋𝑛2 �

𝜋𝑛

solution
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4.5.6.1 Part a

Given ℎ (𝑛) = 𝑊
𝜋 sinc �𝑊𝑛

𝜋
� = sin(𝑊𝑛)

𝜋𝑛 . We will show that 𝐻 (Ω) is the rectangle function by

reverse. Assuming that 𝐻 (Ω) =
1 |Ω| < 2𝑊
0 otherwise

therefore

𝑥 [𝑛] =
1
2𝜋 �

𝑊

−𝑊
𝑋 (Ω) 𝑒𝑗Ω𝑛𝑑𝜔

=
1
2𝜋 �

𝑊

−𝑊
𝑒𝑗Ω𝑛𝑑𝜔

=
1
2𝜋

𝑒𝑗𝑊𝑛 − 𝑒−𝑗𝑊𝑛

𝑗𝑛

=
1
𝜋𝑛

sin (𝑊𝑛)

Which is the ℎ [𝑛] given. Therefore, the above shows that sin(𝑊𝑛)
𝜋𝑛 has DFT of 𝐻 (Ω) as the

rectangle function. Here is sketch

-W 0 W
Ω

0.2

0.4

0.6

0.8

1.0

H(Ω)

Figure 4.61: Plot of 𝐻(Ω)

4.5.6.2 Part b

𝑥 [𝑛] = sin �𝜋𝑛
8
� − 2 cos �𝜋𝑛

4
�

(i) ℎ [𝑛] =
sin�𝜋𝑛6 �

𝜋𝑛 . Hence 𝑦 [𝑛] = 𝑥 [𝑛] ⊛ ℎ [𝑛]. Or 𝑌 (Ω) = 𝑋 (Ω)𝐻 (Ω), and then we find 𝑦 [𝑛]
by taking the inverse discrete Fourier transform. Here is the result and the code used. The
result is

𝑦 [𝑛] = sin �𝑛𝜋
8
�
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ClearAll[h, x, n];

x[n_] := Sin
π n

8
 - 2 Cos

π n

4
;

h[n_] :=
1

π n

Sin
π n

6
;

X = FourierSequenceTransform[x[n], n, w, FourierParameters → {1, 1}];

H = FourierSequenceTransform[h[n], n, w, FourierParameters → {1, 1}];

y = InverseFourierSequenceTransform[X * H, w, n]

Out[ ]= Sin
n π

8


Figure 4.62: Code used to generate 𝑦[𝑛]

Here is plot of 𝑦 [𝑛] for 𝑛 = −8⋯8

-5 5
n

-1.0

-0.5

0.5

1.0

y[n]

Figure 4.63: Plot of above 𝑦[𝑛]

(ii) ℎ [𝑛] =
sin�𝜋𝑛6 �

𝜋𝑛 +
sin�𝜋𝑛2 �

𝜋𝑛 . Here is the result and the code used. The result is

𝑦 [𝑛] = 2 sin �𝑛𝜋
8
� − 2 cos �𝑛𝜋

4
�
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In[ ]:= ClearAll[h, x, n, w];

x[n_] := Sin
π n

8
 - 2 Cos

π n

4
;

h1[n_] :=
1

π n

Sin
π n

6


h2[n_] :=
1

π n

Sin
π n

2
;

X = FourierSequenceTransform[x[n], n, w, FourierParameters → {1, 1}];

H1 = FourierSequenceTransform[h1[n], n, w, FourierParameters → {1, 1}];

H2 = FourierSequenceTransform[h2[n], n, w, FourierParameters → {1, 1}];

y1 = InverseFourierSequenceTransform[X * H1, w, n];

y2 = InverseFourierSequenceTransform[X * H2, w, n];

y = y1 + y2

Out[ ]= -2 Cos
n π

4
 + 2 Sin

n π

8


Figure 4.64: Code used to generate 𝑦[𝑛]

Here is plot of 𝑦 [𝑛] for 𝑛 = −8⋯8

-5 5
n

-2

-1

1

2

3

4

y[n]

Figure 4.65: Plot of above 𝑦[𝑛]
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4.5.7 key solution

Homework 5 Solutions 
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4.6 HW 6
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4.6.7 key solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204

4.6.1 Problem 6.2

Consider a discrete-time LTI system with frequency response𝐻 (Ω) = |𝐻 (Ω)| 𝑒𝑗 arg𝐻(Ω) and real
impulse response ℎ [𝑛]. Suppose that we apply the input 𝑥 [𝑛] = sin �Ω0𝑛 + 𝜙0� to this system.
The resulting output can be shown to be of the form 𝑦 [𝑛] = �𝐻 (Ω0)� 𝑥 [𝑛 − 𝑛0] provided that
arg𝐻 (Ω0) and Ω0 are related in a particular way. Determine this relationship.

solution

From standard LTI theory, the output is given by

𝑦 [𝑛] = �𝐻 (Ω0)� sin �Ω0𝑛 + 𝜙0 + arg (𝐻 (Ω0))� (1)

Comparing the above to

�𝐻 (Ω0)� 𝑥 [𝑛 − 𝑛0] = �𝐻 (Ω0)� sin �Ω0 (𝑛 − 𝑛0) + 𝜙0� (2)

Shows that

sin �Ω0 (𝑛 − 𝑛0) + 𝜙0� = sin �Ω0𝑛 + 𝜙0 + arg (𝐻 (Ω0))�

sin �Ω0𝑛 − Ω0𝑛0 + 𝜙0� = sin �Ω0𝑛 + 𝜙0 + arg (𝐻 (Ω0))�

Hence we need
−Ω0𝑛0 = arg (𝐻 (Ω0))

Since the input is periodic of period 2𝜋𝑘 for 𝑘 integer, then the above can also be written as

−Ω0𝑛0 + 2𝜋𝑘 = arg (𝐻 (Ω0))

This is the relation needed.

4.6.2 Problem 6.5

Consider a continuous-time ideal bandpass filter whose frequency response is

𝐻 (𝜔) =
1 𝜔𝑐 ≤ |𝜔| ≤ 3𝜔𝑐

0 elsewhere
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(a) If ℎ (𝑡) is the impulse response of this filter, determine a function 𝑔(𝑡) such that ℎ (𝑡) =
� sin𝜔𝑐𝑡

𝜋𝑡
� 𝑔 (𝑡). (b) As 𝜔𝑐 is increased, does the impulse response of the filter get more concen-

trated or less concentrated about the origin?

solution

4.6.2.1 Part a

Let 𝑓 (𝑡) = sin𝜔𝑐𝑡
𝜋𝑡 which is a sinc function. The following is a sketch of 𝐻 (𝜔) and of the CTFT

of 𝑓 (𝑡), i.e. 𝐹 (𝜔) which we know will be rectangle since Fourier transform of rectangle is
sinc.

−3ωc 3ωcωc−ωc 0
ω

1

H(ω)

ωc0
ω

1

F (ω)

−ωc

Fourier Transform of
f(t) = 1

πt
sin(ωct)

Fourier Transform of
the given filter h(t)

Figure 4.66: Sketch of CTFT of filter and sinc function

The relation between sin𝜔𝑐𝑡
𝜋𝑡 and its CTFT is given in this sketch

ωc0
ω

1

F (ω)

−ωc

Fourier Transform of
f(t) = 1

πt
sin(ωct)

0 t

1

f(t)

− π
ωc

f(t) = 1
πt

sin(ωct)

π
ωc

Figure 4.67: Sketch of sinc function and its CTFT

Now, we know that, since ℎ (𝑡) = 𝑓 (𝑡) 𝑔 (𝑡), then by modulation theory, this results in 2𝜋𝐻 (𝜔) =
𝐹 (𝜔) ⊛ 𝐺 (𝜔). In this, we are given 𝐻 (𝜔) and 𝐹 (𝜔) but we do not know 𝐺 (𝜔). But looking at
𝐻 (𝜔) and 𝐹 (𝜔), we see that if 𝐺 (𝜔) happened to be two Dirac impulses, one at −2𝜔𝑐 and
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one at +2𝜔𝑐, then convolving 𝐹 (𝜔) with it, will give 2𝜋𝐻 (𝜔). So we need 𝐺 (𝜔) to be the
following

𝐺 (𝜔) = 2𝜋 (𝛿 (𝜔 + 2𝜔𝑐) + 𝛿 (𝜔 − 2𝜔𝑐))

And now 𝐹 (𝜔)⊛𝐺 (𝜔) will result in 𝐻 (𝜔). The factor 2𝜋 was added to cancel the 2𝜋 from the
definition of modulation theory. But cos (2𝜔𝑐𝑡) has the CTFT of 𝜋 (𝛿 (𝜔 + 2𝜔𝑐) + 𝛿 (𝜔 − 2𝜔𝑐)).
This shows that 𝐺 (𝜔) is the Fourier transform of 2 cos (2𝜔𝑐𝑡). Therefore

𝑔 (𝑡) = 2 cos (2𝜔𝑐𝑡)

4.6.2.2 Part b

Since 𝑓 (𝑡) = sin𝜔𝑐𝑡
𝜋𝑡 then we see as 𝜔𝑐 increases, the sinc function becomes more concentrated

at origin, since the first loop cut o� is given by 𝜋
𝜔𝑐
. So this gets closer to origin. And since

ℎ (𝑡) = 𝑓 (𝑡) (2 cos (2𝜔𝑐𝑡)) then ℎ (𝑡) becomes more concentrated around the origin as well.

4.6.3 Problem 6.7

A continuous-time lowpass filter has been designed with a passband frequency of 1000 Hz,
a stopband frequency of 1200 Hz, passband ripple of 0.1, and stopband ripple of 0.05. Let
the impulse response of this lowpass filter be denoted by ℎ(𝑡). We wish to convert the filter
into a bandpass filter with impulse response

𝑔 (𝑡) = 2ℎ (𝑡) cos (4000𝜋𝑡)

Assuming that |𝐻 (𝜔)| is negligible for for |𝜔| > 4000𝜋, answer the following questions. (a) If
the passband ripple for the bandpass filter is constrained to be 0.1, what are

the two passband frequencies associated with the bandpass filter? (b) If the stopband ripple
for the bandpass filter is constrained to be 0.05, what are the two stopband frequencies
associated with the bandpass filter?

solution

4.6.3.1 Part a

Let 𝑓 (𝑡) = 2 cos (4000𝜋𝑡). By modulation theory multiplication in time becomes convolution
in frequency (with 2𝜋 factor)

𝑔 (𝑡) = ℎ (𝑡) 𝑓 (𝑡) →
1
2𝜋
𝐻 (𝜔) ⊛ 𝐹 (𝜔) (1)

Where 𝐻 (𝜔) is the CTFT of ℎ (𝑡) and 𝐹 (𝜔) is the CTFT of 2 cos (4000𝜋𝑡) which is given by
(since it is periodic)

𝐹 (𝜔) = 2
∞
�
𝑛=−∞

2𝜋𝑎𝑘𝛿 (𝜔 − 𝑛𝜔0)
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Where 𝑎𝑘 are the Fourier series coe�cients of cos (4000𝜋𝑡). In the above 𝜔0 = 4000𝜋. But we
know that 𝑎−1 =

1
2 and 𝑎1 =

1
2 from Euler relation. Hence the above becomes

𝐹 (𝜔) = 2 �2𝜋
1
2
𝛿 (𝜔 + 4000𝜋) + 2𝜋

1
2
𝛿 (𝜔 − 4000𝜋)�

= 2𝜋 (𝛿 (𝜔 + 4000𝜋) + 𝛿 (𝜔 − 4000𝜋))

Now that we know 𝐹 (𝜔) we go back to (1) and find the CTFT of 𝑔 (𝑡) which is

𝐺 (𝜔) =
1
2𝜋
𝐻 (𝜔) ⊛ (2𝜋 (𝛿 (𝜔 + 4000𝜋) + 𝛿 (𝜔 − 4000𝜋)))

= 𝐻 (𝜔) ⊛ ((𝛿 (𝜔 + 4000𝜋) + 𝛿 (𝜔 − 4000𝜋)))

The above shows that bandpass filter is the lowpass filter spectrum but shifted to the right
and to the left by 4000𝜋. This is because convolution with impulse causes shifting. The
following diagram shows the result

ω

ωpass = 1000hz

= 2000π

H(ω) (low pass filter)

~
δ(ω − 4000π)δ(ω + 4000π)

ωstop = 1200hz

= 2400π

−4000π 4000π

4000π

ω

ω
−4000π

G(ω) (bandpass filter)

ω1 = 4000π + 2000π = 6000πω2 = 4000π − 2000π = 2000π

0 0

0

Figure 4.68: Sketch of bandpass filter

Therefore the two bandpass stop frequencies are

𝜔1 = 6000𝜋 = 3000 hz
𝜔2 = 2000𝜋 = 1000 hz

The same on the negative side.

4.6.3.2 Part b

Per instructor, we do not need to account for ripple e�ect in this problem. Therefore this is
the same as part (a).
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4.6.4 Problem 6.17

For each of the following second-order di�erence equations for causal and stable LTI systems,
determine whether or not the step response of the system is oscillatory: (a) 𝑦 [𝑛] + 𝑦 [𝑛 − 1] +
1
4𝑦 [𝑛 − 2] = 𝑥 [𝑛] (b) 𝑦 [𝑛] − 𝑦 [𝑛 − 1] +

1
4𝑦 [𝑛 − 2] = 𝑥 [𝑛]

solution

4.6.4.1 Part a

Taking the DFT of the di�erence equation 𝑦 [𝑛] + 𝑦 [𝑛 − 1] + 1
4𝑦 [𝑛 − 2] = 𝑥 [𝑛] gives

𝑌 (Ω) + 𝑒−𝑗Ω𝑌 (Ω) +
1
4
𝑒−2𝑗Ω𝑌 (Ω) = 𝑋 (Ω)

A step response means that the input is a step function. Hence 𝑥 [𝑛] = 𝑢 [𝑛]. Therefore
𝑋 (Ω) = ∑∞

𝑛=−∞ 𝑥 [𝑛] 𝑒
−𝑗Ω𝑛 = ∑∞

𝑛=0 𝑒
−𝑗Ω𝑛 = 1

1−𝑒−𝑗Ω
. The above becomes

𝑌 (Ω) �1 + 𝑒−𝑗Ω +
1
4
𝑒−2𝑗Ω� =

1
1 − 𝑒−𝑗Ω

𝑌 (Ω) =
1

1 − 𝑒−𝑗Ω
1

1 + 𝑒−𝑗Ω + 1
4𝑒

−2𝑗Ω

Let 𝑒−𝑗Ω = 𝑥 for now to make it easier to factor the RHS. The above becomes

𝑌 (Ω) =
1

1 − 𝑥
1

1 + 𝑥 + 1
4𝑥

2

=
1

1 − 𝑥
4

4 + 4𝑥 + 𝑥2

=
4

(1 − 𝑥) (𝑥 + 2)2

Using partial fractions on the RHS gives

4
(1 − 𝑥) (𝑥 + 2)2

=
𝐴
1 − 𝑥

+
𝐵

𝑥 + 2
+

𝐶
(𝑥 + 2)2

=
𝐴 (𝑥 + 2)2 + 𝐵 (𝑥 + 2) (1 − 𝑥) + 𝐶 (1 − 𝑥)

(1 − 𝑥) (𝑥 + 2)2

Hence

4 = 𝐴 (𝑥 + 2)2 + 𝐵 (𝑥 + 2) (1 − 𝑥) + 𝐶 (1 − 𝑥)

= 𝐴 �𝑥2 + 4 + 4𝑥� + 𝐵 �𝑥 − 𝑥2 + 2 − 2𝑥� + 𝐶 − 𝐶𝑥
= 𝐴𝑥2 + 4𝐴 + 4𝑥𝐴 − 𝐵𝑥 − 𝐵𝑥2 + 2𝐵 + 𝐶 − 𝐶𝑥
= (4𝐴 + 2𝐵 + 𝐶) + 𝑥 (4𝐴 − 𝐵 − 𝐶) + 𝑥2 (𝐴 − 𝐵)
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Comparing coe�cients gives

4𝐴 + 2𝐵 + 𝐶 = 4
4𝐴 − 𝐵 − 𝐶 = 0

𝐴 − 𝐵 = 0

Solving gives 𝐴 = 4
9 , 𝐵 =

4
9 , 𝐶 =

4
3 . Hence

𝑌 (Ω) =
4

(1 − 𝑥) (𝑥 + 2)2

=
𝐴
1 − 𝑥

+
𝐵

𝑥 + 2
+

𝐶
(𝑥 + 2)2

=
4
9

1
1 − 𝑥

+
4
9

1
𝑥 + 2

+
4
3

1
(𝑥 + 2)2

But 𝑥 = 𝑒−𝑗Ω. The above becomes

𝑌 (Ω) =
4
9

1
1 − 𝑒−𝑗Ω

+
4
9

1
2 + 𝑒−𝑗Ω

+
4
3

1

�2 + 𝑒−𝑗Ω�
2

=
4
9

1
1 − 𝑒−𝑗Ω

+
4
9

1

2 �1 + 1
2𝑒

−𝑗Ω�
+
4
3

1

�2 �1 + 1
2𝑒

−𝑗Ω��
2

=
4
9

1
1 − 𝑒−𝑗Ω

+
4
18

1
1 + 1

2𝑒
−𝑗Ω

+
4
3

1

4 �1 + 1
2𝑒

−𝑗Ω�
2

=
4
9

1
1 − 𝑒−𝑗Ω

+
4
18

1
1 + 1

2𝑒
−𝑗Ω

+
1
3

1

�1 + 1
2𝑒

−𝑗Ω�
2

From tables, using 𝑎𝑢 [𝑛] ⟺ 1
1−𝑎𝑒−𝑗Ω

and (𝑛 + 1) 𝑎𝑛𝑢 [𝑛] ⟺ 1

�1−𝑎𝑒−𝑗Ω�
2 . Applying these to the

above gives

𝑦 (𝑛) =
4
9
𝑢 [𝑛] −

4
18
1
2
𝑢 [𝑛] +

1
3
(𝑛 + 1) �−

1
2�

𝑛

𝑢 [𝑛]

= �
4
9
−
4
36
+
1
3
(𝑛 + 1) �−

1
2�

𝑛

� 𝑢 [𝑛]

= �
1
3
+
1
3
(𝑛 + 1) �−

1
2�

𝑛

� 𝑢 [𝑛]

=
1
3 �
1 + (𝑛 + 1) �−

1
2�

𝑛

� 𝑢 [𝑛]

The following is a plot of 𝑦 [𝑛]
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In[ ]:= y[n_] := 1/ 3 (1 + (n + 1)*(-1/ 2)^n)

DiscretePlot[y[n], {n, 0, 13}, PlotRange → All, AxesLabel → {"n", "y[n]"}]

Out[ ]=

2 4 6 8 10 12
n

0.1

0.2

0.3

0.4

0.5

0.6

0.7
y[n]

Figure 4.69: Plot of reponse 𝑦[𝑛] to step input

The above shows the response is oscillatory.

4.6.4.2 Part b

This is similar to part (a) except for sign di�erence. Taking the DFT of the di�erence
equation 𝑦 [𝑛] − 𝑦 [𝑛 − 1] + 1

4𝑦 [𝑛 − 2] = 𝑥 [𝑛] gives

𝑌 (Ω) − 𝑒−𝑗Ω𝑌 (Ω) +
1
4
𝑒−2𝑗Ω𝑌 (Ω) = 𝑋 (Ω)

A step response means that the input is a step function. Hence 𝑥 [𝑛] = 𝑢 [𝑛]. Therefore
𝑋 (Ω) = ∑∞

𝑛=−∞ 𝑥 [𝑛] 𝑒
−𝑗Ω𝑛 = ∑∞

𝑛=0 𝑒
−𝑗Ω𝑛 = 1

1−𝑒−𝑗Ω
. The above becomes

𝑌 (Ω) �1 − 𝑒−𝑗Ω +
1
4
𝑒−2𝑗Ω� =

1
1 − 𝑒−𝑗Ω

𝑌 (Ω) =
1

1 − 𝑒−𝑗Ω
1

1 − 𝑒−𝑗Ω + 1
4𝑒

−2𝑗Ω

Let 𝑒−𝑗Ω = 𝑥 for now to make it easier to factor the RHS. The above becomes

𝑌 (Ω) =
1

1 − 𝑥
1

1 − 𝑥 + 1
4𝑥

2

=
1

1 − 𝑥
4

4 − 4𝑥 + 𝑥2

=
4

(1 − 𝑥) (𝑥 − 2)2
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Using partial fractions on the RHS gives

4
(1 − 𝑥) (𝑥 − 2)2

=
𝐴
1 − 𝑥

+
𝐵

𝑥 − 2
+

𝐶
(𝑥 − 2)2

=
𝐴 (𝑥 − 2)2 + 𝐵 (𝑥 − 2) (1 − 𝑥) + 𝐶 (1 − 𝑥)

(1 − 𝑥) (𝑥 − 2)2

Hence

4 = 𝐴 (𝑥 − 2)2 + 𝐵 (𝑥 − 2) (1 − 𝑥) + 𝐶 (1 − 𝑥)

= 𝐴 �𝑥2 + 4 − 4𝑥� + 𝐵 �𝑥 − 𝑥2 − 2 + 2𝑥� + 𝐶 − 𝐶𝑥
= 𝐴𝑥2 + 4𝐴 − 4𝑥𝐴 + 3𝐵𝑥 − 𝐵𝑥2 − 2𝐵 + 𝐶 − 𝐶𝑥
= (4𝐴 − 2𝐵 + 𝐶) + 𝑥 (−4𝐴 + 3𝐵 − 𝐶) + 𝑥2 (𝐴 − 𝐵)

Comparing coe�cients gives

4𝐴 − 2𝐵 + 𝐶 = 4
−4𝐴 + 3𝐵 − 𝐶 = 0

𝐴 − 𝐵 = 0

Solving gives 𝐴 = 4, 𝐵 = 4, 𝐶 = −4. Hence

𝑌 (Ω) =
4

(1 − 𝑥) (𝑥 − 2)2

=
𝐴
1 − 𝑥

+
𝐵

𝑥 − 2
+

𝐶
(𝑥 − 2)2

= 4
1

1 − 𝑥
+ 4

1
𝑥 − 2

− 4
1

(𝑥 − 2)2

But 𝑥 = 𝑒−𝑗Ω. The above becomes

𝑌 (Ω) = 4
1

1 − 𝑒−𝑗Ω
+ 4

1
𝑒−𝑗Ω − 2

− 4
1

�𝑒−𝑗Ω − 2�
2

= 4
1

1 − 𝑒−𝑗Ω
+ 4

1

−2 �1 − 1
2𝑒

−𝑗Ω�
− 4

1

�−2 �1 − 1
2𝑒

−𝑗Ω��
2

= 4
1

1 − 𝑒−𝑗Ω
− 2

1
1 − 1

2𝑒
−𝑗Ω

− 4
1

4 �1 − 1
2𝑒

−𝑗Ω�
2

= 4
1

1 − 𝑒−𝑗Ω
− 2

1
1 − 1

2𝑒
−𝑗Ω

−
1

�1 − 1
2𝑒

−𝑗Ω�
2
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From tables, using 𝑎𝑢 [𝑛] ⟺ 1
1−𝑎𝑒−𝑗Ω

and (𝑛 + 1) 𝑎𝑛𝑢 [𝑛] ⟺ 1

�1−𝑎𝑒−𝑗Ω�
2 . Applying these to the

above gives

𝑦 (𝑛) = 4𝑢 [𝑛] − 2
1
2
𝑢 [𝑛] −

1
3
(𝑛 + 1) �

1
2�

𝑛

𝑢 [𝑛]

= �4 − 1 −
1
3
(𝑛 + 1) �

1
2�

𝑛

� 𝑢 [𝑛]

= �3 −
1
3
(𝑛 + 1) �

1
2�

𝑛

� 𝑢 [𝑛]

The following is a plot of 𝑦 [𝑛]

In[ ]:= y[n_] := (3 - 1/ 3 (n + 1)*(1/ 2)^n)

DiscretePlot[y[n], {n, 0, 40}, PlotRange → All, AxesLabel → {"n", "y[n]"}]

Out[ ]=

10 20 30 40
n

0.5

1.0

1.5

2.0

2.5

3.0

y[n]

Figure 4.70: Plot of reponse 𝑦[𝑛] to step input

The above shows the response is not oscillatory. The reason is that sign di�erence in 𝑦 [𝑛 − 1]

term in the di�erence equation. 𝑦 [𝑛] − 𝑦 [𝑛 − 1] + 1
4𝑦 [𝑛 − 2] = 𝑥 [𝑛].
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4.6.5 Problem 6.22

Chap. 6 Problems 489 

H(jw} 

w 

Figure P6.21 

6.22. Shown in Figure P6.22(a) is the frequency response H(jw) of a continuous-time 
filter referred to as a lowpass differentiator. For each of the input signals x(t) below, 
determine the filtered output signal y(t). 
(a) x(t) = cos(21Tt + 0) 
(b) x(t) = cos(41Tt+O) 
(c) x(t) is a half-wave rectified sine wave of period, as sketched in Figure P6.22(b). 

IH (jw}l 

{ 
sin21Tt, m:::; t:::; (m+ ~) 

x(t) = 
0, (m + ~) :::; t :::; m for any integer m 

(a) 

x(t) 

0 j_ 
2 

<tH (jw} 

(b) Figure P6.22 

6.23. Shown in Figure P6.23 is IH(jw)l for a lowpass filter. Determine and sketch the 
impulse response of the filter for each of the following phase characteristics: 
(a) 1:-H(jw) = 0 
(b) 1:-H(jw) = wT, where Tis a constant Figure 4.71: Problem description
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solution

4.6.5.1 Part a

The relation between the input and output is given by

x(t) = cos(2πt+ φ)
H(ω)

y(t) = |H(2π)| cos(2πt+ φ+ arg(H(2π))

Figure 4.72: Output of LTI when input is sinuosidal

Since |𝐻 (𝜔)| = 1
3𝜋𝜔 then |𝐻 (2𝜋)| = 2

3 and from the phase diagram arg (𝐻 (2𝜋)) = 𝜋
2 . Therefore

𝑦 (𝑡) = |𝐻 (2𝜋)| cos (2𝜋𝑡 + 𝜃 + arg (𝐻 ((2𝜋))))

=
2
3

cos �2𝜋𝑡 + 𝜃 + 𝜋
2
�

But cos �𝑥 + 𝜋
2
� = − sin (𝑥), hence the above can be simplified to

𝑦 (𝑡) = −
2
3

sin (2𝜋𝑡 + 𝜃)

4.6.5.2 Part b

Since |𝐻 (𝜔)| = 0 for 𝜔 = 4𝜋, then 𝑦 (𝑡) = 0

4.6.5.3 Part c

𝑋 (𝜔) = 2𝜋�𝑎𝑘𝛿 (𝜔 − 𝑘𝜔0)

Looking at 𝑥 (𝑡) shows that its period is 𝑇0 = 1. Hence 𝜔0 = 2𝜋. The above becomes

𝑋 (𝜔) = 2𝜋
∞
�
𝑘=−∞

𝑎𝑘𝛿 (𝜔 − 𝑘2𝜋)

Hence
𝑌 (𝜔) = 𝑋 (𝜔)𝐻 (𝜔)

But |𝐻 (𝜔)| = 0 outside |𝜔| = 3𝜋. Then only 𝑘 = 0, 𝑘 = −1, 𝑘 = +1 will go through the filter.
Hence

𝑌 (𝜔) = �2𝜋
1
�
𝑘=−1

𝑎𝑘𝛿 (𝜔 − 𝑘2𝜋)�𝐻 (𝜔)

= (2𝜋 (𝑎0𝛿 (𝜔) + 𝑎−1𝛿 (𝜔 + 2𝜋) + 𝑎1𝛿 (𝜔 − 2𝜋)))𝐻 (𝜔) (1)
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To find 𝑎0, 𝑎−1, 𝑎1. From

𝑎𝑘 =
1
𝑇0
�
𝑇0
𝑥 (𝑡) 𝑒−𝑗𝑘𝜔0𝑡𝑑𝑡

= �
1

0
𝑥 (𝑡) 𝑒−𝑗𝑘2𝜋𝑡𝑑𝑡

Looking at 𝑥 (𝑡) shows that its period is 𝑇0 = 1. Hence 𝜔0 = 2𝜋. From above

𝑎0 = �
1

0
𝑥 (𝑡) 𝑑𝑡

= �
1
2

0
sin (2𝜋𝑡) 𝑑𝑡

= − �
cos (2𝜋𝑡)
2𝜋 �

1
2

0

= −
1
2𝜋

(cos𝜋 − 1)

=
1
𝜋

And

𝑎−1 = �
1

0
𝑥 (𝑡) 𝑒𝑗2𝜋𝑡𝑑𝑡

= �
1
2

0
sin (2𝜋𝑡) 𝑒𝑗2𝜋𝑡𝑑𝑡

=
𝑗
4

And

𝑎1 = �
1

0
𝑥 (𝑡) 𝑒−𝑗2𝜋𝑡𝑑𝑡

= �
1
2

0
sin (2𝜋𝑡) 𝑒−𝑗2𝜋𝑡𝑑𝑡

=
−𝑗
4

Hence (1) becomes

𝑌 (𝜔) = �2𝜋 �
1
𝜋
𝛿 (𝜔) +

𝑗
4
𝛿 (𝜔 + 2𝜋) −

𝑗
4
𝛿 (𝜔 − 2𝜋)��𝐻 (𝜔)

= �2𝜋 �
1
𝜋
𝛿 (𝜔) +

𝑗
4
𝛿 (𝜔 + 2𝜋) −

𝑗
4
𝛿 (𝜔 − 2𝜋)�� |𝐻 (𝜔)| 𝑒𝑗 arg𝐻(𝜔)
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At 𝜔 = 0, 𝑌 (𝜔) = 0 since |𝐻 (𝜔)| = 0 at 𝜔 = 0. And at 𝜔 = 2𝜋,

𝑌 (𝜔) = �2𝜋 �−
𝑗
4��

|𝐻 (2𝜋)| 𝑒𝑗 arg𝐻(2𝜋)

= �2𝜋 �−
𝑗
4��

2
3
𝑒𝑗

𝜋
2

= −𝑗𝜋
1
3
𝑒𝑗

𝜋
2

= −𝑗𝜋
1
3
𝑗

=
1
3
𝜋

And at 𝜔 = −2𝜋,

𝑌 (𝜔) = �2𝜋 �
𝑗
4��

|𝐻 (−2𝜋)| 𝑒𝑗 arg𝐻(2𝜋)

= �2𝜋 �
𝑗
4��

2
3
𝑒−𝑗

𝜋
2

= 𝑗𝜋
1
3
𝑒−𝑗

𝜋
2

= 𝑗𝜋
1
3
�−𝑗�

=
1
3
𝜋

Hence the spectrum of 𝑌 (𝜔) is

ω−2π 2π

1
3

1
3

Figure 4.73: 𝑌(𝜔)

But the above is the Fourier transform of

𝑦 (𝑡) =
1
3

cos (2𝜋𝑡)

Which is therefore the output of the filter.
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4.6.6 Problem 6.27 (a,b,c,d)

490 Time and Frequency Characterization of Signals and Systems 

(c) -9-.H(jw) = { ~~ 
2 ' 

w >0 
w <0 

w Figure P6.23 

Chap.6 

6.24. Consider a continuous-time lowpass filter whose impulse response h(t) is known to 
be real and whose frequency response magnitude is given as: 

IH(jw )I = { 1, 
0, 

Jw I ::; 2001T 
otherwise 

(a) Determine and sketch the real-valued impulse response h(t) for this filter when 
the corresponding group delay function is specified as: 
(i) r(w) = 5 (ii) r(w) = ~ (iii) r(w) = -~ 

(b) If the impulse response h(t) had not been specified to be real, would knowl
edge of IH(jw )J and r(w) be sufficient to determine h(t) uniquely? Justify your 
answer. 

6.25. By computing the group delay at two selected frequencies, verify that each of the 
following frequency responses has nonlinear phase. 
(a) H(jw) = Jwl+l (b) H(jw) = (Jw~l)2 (c) H(jw) = (Jw+l)l(jw+ 2) 

6.26. Consider an ideal highpass filter whose frequency response is specified as 

H(jw) = { 1• 0, 
Jwl >we 
otherwise· 

(a) Determine the impulse response h(t) for this filter. 
(b) As We is increased, does h(t) get more or less concentrated about the origin? 
(c) Determine s(O) and s(oo), where s(t) is the step response of the filter. 

6.27. The output y(t) of a causal LTI system is related to the input x(t) by the differential 
equation 

dy(t) 
----;[[ + 2y(t) = x(t). 

(a) Determine the frequency response 

H(. ) = Y(jw) 
JW X(jw) 

of the system, and sketch its Bode plot. 
(b) Specify, as a function of frequency, the group delay associated with this system. 
(c) If x(t) = e-t u(t), determine Y(jw ), the Fourier transform of the output. 

Figure 4.74: Problem description

solution

4.6.6.1 Part a

𝑦′ (𝑡) + 2𝑦 (𝑡) = 𝑥 (𝑡)

Taking the Fourier transform gives

𝑗𝜔𝑌 (𝜔) + 2𝑌 (𝜔) = 𝑋 (𝜔)

𝑌 (𝜔) �2 + 𝑗𝜔� = 𝑋 (𝜔)

Hence

𝐻 (𝜔) =
𝑌 (𝜔)
𝑋 (𝜔)

=
1

2 + 𝑗𝜔

Using Matlab, the following is the Bode plot

clear all;
s = tf('s');
sys = 1 / (2+s);
bode(sys);
grid
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Figure 4.75: Bode plot

4.6.6.2 Part b

In class, it was mentioned that group delay is given by derivative of the Phase of the Fourier
transform. Since 𝐻 (𝜔) = 1

2+𝑗𝜔 , then

arg (𝐻 (𝜔)) = − arctan �𝜔
2
�

Hence, using the rule 𝑑
𝑑𝑥 arctan (𝑎𝑥) = 𝑎

1+𝑎2𝑥2 , then using 𝑎 = 1
2 the derivative of the above

becomes

𝑑
𝑑𝜔

arg (𝐻 (𝜔)) = −
1
2

1 + �12�
2
𝜔2

= −
2

4 + 𝜔2
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4.6.6.3 Part c

Since 𝑥 (𝑡) = 𝑒−𝑡𝑢 (𝑡) then now

𝑌 (𝜔) = 𝑋 (𝜔)𝐻 (𝜔) (1)

But

𝑋 (𝜔) = �
∞

0
𝑥 (𝑡) 𝑒−𝑗𝜔𝑡𝑑𝑡

= �
∞

0
𝑒−𝑡𝑒−𝑗𝜔𝑡𝑑𝑡

= �
∞

0
𝑒−𝑡�1+𝑗𝜔�𝑑𝑡

=

⎡
⎢⎢⎢⎢⎢⎣
𝑒−𝑡�1+𝑗𝜔�

− �1 + 𝑗𝜔�

⎤
⎥⎥⎥⎥⎥⎦

∞

0

=
1

− �1 + 𝑗𝜔�
�𝑒−𝑡�1+𝑗𝜔��

∞

0

=
1

− �1 + 𝑗𝜔�
(0 − 1)

=
1

1 + 𝑗𝜔

Assuming Re (𝜔) > 1. Hence (1) becomes

𝑌 (𝜔) = �
1

1 + 𝑗𝜔� �
1

2 + 𝑗𝜔�

4.6.6.4 Part d

To find 𝑦 (𝑡)

�
1

1 + 𝑗𝜔� �
1

2 + 𝑗𝜔�
=

𝐴
1 + 𝑗𝜔

+
𝐵

2 + 𝑗𝜔

Hence 𝐴 = � 1
2+𝑗𝜔

�
𝜔=𝑗

= 1 and 𝐵 = � 1
1+𝑗𝜔

�
𝜔=2𝑗

= −1. Therefore

𝑌 (𝜔) =
1

1 + 𝑗𝜔
−

1
2 + 𝑗𝜔

From tables

𝑦 (𝑡) = �𝑒−𝑡 − 𝑒−2𝑡� 𝑢 (𝑡)
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4.6.7 key solution

Scanned with CamScanner

204



4.6. HW 6 CHAPTER 4. HWS

Scanned with CamScanner

205



4.6. HW 6 CHAPTER 4. HWS

Scanned with CamScanner
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Scanned with CamScanner

207



4.6. HW 6 CHAPTER 4. HWS

Scanned with CamScanner
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Scanned with CamScanner
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4.7 HW 7

Local contents
4.7.1 Problem 7.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
4.7.2 Problem 7.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
4.7.3 Problem 7.11 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
4.7.4 Problem 7.15 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
4.7.5 key solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

4.7.1 Problem 7.2

A continuous-time signal 𝑥(𝑡) is obtained at the output of an ideal lowpass filter with cuto�
frequency 𝜔𝑐 = 1000𝜋 rad/sec. If impulse-train sampling is performed on 𝑥(𝑡), which of the
following sampling periods would guarantee that 𝑥(𝑡) can be recovered from its sampled
version using an appropriate lowpass filter? (a) 𝑇 = 0.5 × 10−3 sec. (b) 𝑇 = 2 × 10−3 sec (c)
𝑇 = 10−4 sec

solution

Note: In all these problems, I will use Ω for the digital frequency and 𝜔 for the continuous
frequency.

We want the Nyquist frequency to be larger than twice 𝜔𝑐. Hence Nyquist frequency should
be larger than 2000𝜋 rad/sec or larger than 1000 Hz.

Translating the given periods to hertz using 𝑓 = 1
𝑇 relation, shows that (a) is 1

0.5×10−3 = 2000
Hz, (b) is 1

2×10−3 = 500 Hz, (c) is 1
10−4

= 10000 Hz.

Therefore (a) and (c) would guarantee that 𝑥(𝑡) can be recovered.
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4.7.2 Problem 7.6

Chap. 7 Problems 557 

where 

~ 2 
p(t) = L o(t- nT), and T < ____!!__ 

n=-~ WQ 

Specify the constraints on the magnitude and phase of the frequency response of a 
filter that gives x(t) as its output when y(t) is the input. 

7.6. In the system shown in Figure P7.6, two functions of time, XI (t) and x2(t), are mul
tiplied together, and the product w(t) is sampled by a periodic impulse train. XI (t) 
is band limited tow 1, and x2(t) is band limited to w2 ; that is, 

XI(jw) = 0, lwl ~WI, 

X2(jw) = 0, lwl ~ w2. 

Determine the maximum sampling interval T such that w(t) is recoverable 
from wp(t) through the use of an ideallowpass filter. 

p(t) = ~ o(t -nT) 

x1(t)---p-.X __ w_(t)~-~~o~-x • Wp(l) 

x2(t) -

X1(jw) 

ch 
Figure P7.6 

7.7. A signal x(t) undergoes a zero-order hold operation with an effective sampling pe
riod T to produce a signal x0(t). Let XI (t) denote the result of a first-order hold 
operation on the samples of x(t); i.e., 

XI (t) = L x(nT)hi (t- nT), 
n= -oo 

where hi (t) is the function shown in Figure P7.7. Specify the frequency response of 
a filter that produces x 1 (t) as its output when x0(t) is the input. 

Figure 4.76: Problem description

solution

The multiplication of 𝑥1 (𝑡)×𝑥2 (𝑡) becomes convolution in frequency domain 𝑋1 �𝑗𝜔�⊛𝑋2 �𝑗𝜔�.
But we know when doing convolution the width of the result is the sum of each function
width. This means the frequency spectrum of 𝑤 (𝑡) will have width of 𝜔1 + 𝜔2.

Now by Nyquist theory, we know that the sampling frequency should be at least twice the
largest frequency in the signal being sampled. This means

𝜔𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 > 2 (𝜔1 + 𝜔2)

Since 𝜔1 +𝜔2 is now the largest frequency present in 𝑤 (𝑡). But 𝜔𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 =
2𝜋

𝑇𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔
. Hence the
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above becomes

2𝜋
𝑇𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔

> 2 (𝜔1 + 𝜔2)

1
𝑇𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔

>
𝜔1 + 𝜔2

𝜋

Or
𝑇𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 <

𝜋
𝜔1 + 𝜔2

This means the maximum possible sampling period is

𝑇max =
𝜋

𝜔1 + 𝜔2

In seconds.

4.7.3 Problem 7.11

Let 𝑋𝑐(𝑡) be a continuous-time signal whose Fourier transform has the property that 𝑋𝑐 (𝜔) = 0
for |𝜔| ≥ 2000𝜋. A discrete-time signal

𝑥𝑑 [𝑛] = 𝑥𝑛 �𝑛 �0.5 × 10−3��

Is obtained. For each of the following constraints on the Fourier transform 𝑋𝑑 (Ω) of 𝑥𝑑 [𝑛]
determine the corresponding constraint on 𝑋𝑐 (𝜔).

a 𝑋𝑑 (Ω) is real

b The maximum value of 𝑋𝑑 (Ω) over all Ω is 1.

c 𝑋𝑑 (Ω) = 0 for
3𝜋
4 ≤ |Ω| ≤ 𝜋

d 𝑋𝑑 (Ω) = 𝑋𝑑 (Ω − 𝜋)

solution

The main relation to translate between continuous time frequency 𝜔 (radians per second)
and digital frequency Ω (radians per sample) which is used in all of these parts is the
following

Ω = 𝜔𝑇

Where 𝑇 is the sampling period (in seconds per sample). i.e. number of seconds to obtain
one sample.

4.7.3.1 Part a

Since 𝑋𝑑 (Ω) is the same as 𝑋𝑐 (𝜔) (except for scaling factor) which contains replicated copies
of 𝑋𝑐 (𝜔) spaced at sampling frequencies intervals, then if 𝑋𝑑 (Ω) is real, then this means
𝑋𝑐 (𝜔) must also be real, since 𝑋𝑑 (Ω) is just copies of 𝑋𝑐 (𝜔).
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4.7.3.2 Part b

If maximum value of 𝑋𝑑 (Ω) is 𝐴 then maximum value of 𝑋𝑐 (𝜔) is given by 𝐴𝑇 where 𝑇 is
sampling period. Hence since 𝐴 = 1 in this problem, then the maximum value of 𝑋𝑐 (𝜔) will
be 0.5 × 10−3.

4.7.3.3 Part c

𝑋𝑑 (Ω) = 0 for 3𝜋
4 ≤ |Ω| ≤ 𝜋 is translated to 𝑋𝑐 (𝜔) = 0 for 3𝜋

4 ≤ |𝜔𝑇| ≤ 𝜋 since Ω = 𝜔𝑇.
Therefore

3𝜋
4
1
𝑇
≤ |𝜔| ≤

𝜋
𝑇

But 𝑇 = 0.5 × 10−3, hence the above becomes

3𝜋
4
(2000) ≤ |𝜔| ≤ 𝜋 (2000)

1500𝜋 ≤ |𝜔| ≤ 2000𝜋

Hence 𝑋𝑐 (𝜔) = 0 for 1500𝜋 ≤ |𝜔| ≤ 2000𝜋. Actually, since 𝑋𝑐 (𝜔) = 0 for |𝜔| ≥ 2000𝜋 from the
problem statement, this can be simplified to

𝑋𝑐 (𝜔) = 0 |𝜔| ≥ 500𝜋

4.7.3.4 Part d

𝑋𝑑 (Ω) = 𝑋𝑑 (Ω − 𝜋) is translated to 𝑋𝑐 (𝜔) = 𝑋𝑐 �𝜔 −
𝜋
𝑇
� = 𝑋𝑐 �𝜔 −

𝜋
0.5×10−3

� = 𝑋𝑐 (𝜔 − 2000𝜋)

Therefore
𝑋𝑐 (𝜔) = 𝑋𝑐 (𝜔 − 2000𝜋)

4.7.4 Problem 7.15

Impulse-train sampling of 𝑥[𝑛] is used to obtain

𝑔 [𝑛] =
∞
�
𝑘=−∞

𝑥 [𝑛] 𝛿 [𝑛 − 𝑘𝑁]

If 𝑋 (Ω) = 0 for 3𝜋
7 ≤ |Ω| ≤ 𝜋, determine the largest value for the sampling interval 𝑁 which

ensures that no aliasing takes place while sampling 𝑥[𝑛].

solution

This is similar to problem 7.6 above, but using digital frequency. By Nyquist theory, the
sampling frequency must be larger than twice the largest frequency in the signal. We are
given that 3𝜋

7 ≤ |Ω| ≤ 𝜋. Hence the largest frequency is 3𝜋
7 . Hence,

Ω𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 > 2 �
3𝜋
7 �

=
6
7
𝜋
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Therefore
2𝜋

𝑁𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔
>
6
7
𝜋

Where 𝑁𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 is the discrete sampling period, which is number of samples. Therefore from
above

1
𝑁𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔

>
3
7

𝑁𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 <
7
3

But 𝑁𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 must be an integer (since it is number of samples, hence

𝑁𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 < 2

Therefore the maximum is
𝑁 = 2
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4.7.5 key solution
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4.8 HW 8

Local contents
4.8.1 Problem 9.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
4.8.2 Problem 9.9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
4.8.3 Problem 9.15 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
4.8.4 Problem 9.32 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
4.8.5 Problem 9.40 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
4.8.6 key solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225

4.8.1 Problem 9.3

Consider the signal 𝑥 (𝑡) = 𝑒−5𝑡𝑢 (𝑡) + 𝑒−𝛽𝑡𝑢 (𝑡) and denote its Laplace transform by 𝑋 (𝑠) What
are the constraints placed on the

real and imaginary parts of 𝛽 if the region of convergence of 𝑋 (𝑠) is Re (𝑠) > −3 ?

solution

The Laplace transform is

𝑋 (𝑠) = �
∞

−∞
𝑥 (𝑡) 𝑒−𝑠𝑡𝑑𝑡

= �
∞

0
�𝑒−5𝑡 + 𝑒−𝛽𝑡� 𝑒−𝑠𝑡𝑑𝑡

= �
∞

0
𝑒−5𝑡𝑒−𝑠𝑡𝑑𝑡 +�

∞

0
𝑒−𝛽𝑡𝑒−𝑠𝑡𝑑𝑡

= �
∞

0
𝑒−𝑡(5+𝑠)𝑑𝑡 +�

∞

0
𝑒−𝑡�𝛽+𝑠�𝑑𝑡

=
1

− (𝑠 + 5)
�𝑒−𝑡(5+𝑠)�

∞

0
−

1
𝛽 + 𝑠 �

𝑒−𝑡�𝛽+𝑠��
∞

0

For the first term 1
−(𝑠+5)

�𝑒−𝑡(5+𝑠)�
∞

0
= 1

−(𝑠+5)
�𝑒−∞(5+𝑠) − 1�. For this term to converge we need

5 +Re (𝑠) > 0 or
Re (𝑠) > −5

For the second term, let 𝛽 = 𝑎 + 𝑖𝑏 and let 𝑠 = 𝜎 + 𝑗𝜔, hence the second term becomes

1
𝛽 + 𝑠 �

𝑒−𝑡�𝛽+𝑠��
∞

0
=

1
𝛽 + 𝑠 �

𝑒−𝑡�(𝑎+𝑖𝑏)+�𝜎+𝑗𝜔���
∞

0

=
1

𝛽 + 𝑠 �
𝑒−𝑡�𝑎+𝜎+𝑗(𝑏+𝜔)��

∞

0

=
1

𝛽 + 𝑠
�𝑒−𝑡(𝑎+𝜎)𝑒−𝑗𝑡(𝑏+𝜔)�

∞

0

=
1

𝛽 + 𝑠
�𝑒−∞(𝑎+𝜎)𝑒−𝑗∞(𝑏+𝜔) − 1�
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The complex exponential terms always converges since its norm is bounded by 1. For the
real exponential term, we need 𝑎 + 𝜎 > 0 or 𝑎 + Re (𝑠) > 0 or Re (𝑠) > −𝑎. Since we are told
that Re (𝑠) > −3, then

𝑎 = 3

Is the requirement on real part of 𝛽. There is no restriction on the imaginary part of 𝛽.

4.8.2 Problem 9.9

Given that 𝑒−𝑎𝑡𝑢 (𝑡)⟺ 1
𝑠+𝑎 for Re (𝑠) > Re (−𝑎), determine the inverse Laplace transform of

𝑋 (𝑠) =
2 (𝑠 + 2)

𝑠2 + 7𝑠 + 12
Re (𝑠) > −3

solution

Writing 𝑋 (𝑠) as

𝑋 (𝑠) =
2 (𝑠 + 2)

(𝑠 + 4) (𝑠 + 3)

=
𝐴

(𝑠 + 4)
+

𝐵
(𝑠 + 3)

Hence 𝐴 = 2(𝑠+2)
(𝑠+3) �𝑠=−4

= 2(−4+2)
(−4+3) = 4 and 𝐵 = 2(𝑠+2)

(𝑠+4) �𝑠=−3
= 2(−3+2)

(−3+4) = −2, therefore the above

becomes
𝑋 (𝑠) =

4
(𝑠 + 4)

−
2

(𝑠 + 3)

Using 𝑒−𝑎𝑡𝑢 (𝑡)⟺ 1
𝑠+𝑎 gives the inverse Laplace transform as

𝑥 (𝑡) = 4𝑒−4𝑡𝑢 (𝑡) − 2𝑒−3𝑡𝑢 (𝑡)

= �4𝑒−4𝑡 − 2𝑒−3𝑡� 𝑢 (𝑡)

With Re (𝑠) > −4 and also Re (𝑠) > −3. Therefore the ROC for both is Re (𝑠) > −3.

4.8.3 Problem 9.15

Consider the two right-sides signals 𝑥 (𝑡) , 𝑦 (𝑡) related through the di�erential equations

𝑑𝑥 (𝑡)
𝑑𝑡

= −2𝑦 (𝑡) + 𝛿 (𝑡)

𝑑𝑦 (𝑡)
𝑑𝑡

= 2𝑥 (𝑡)

Determine 𝑌 (𝑠) , 𝑋 (𝑠) along with their ROC.

solution
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The Laplace transform of 𝛿 (𝑡) is 1. Taking the Laplace transform of both the ODE’s above,
and assuming zero initial conditions gives

𝑠𝑋 (𝑠) = −2𝑌 (𝑠) + 1 (1)

𝑠𝑌 (𝑠) = 2𝑋 (𝑠) (2)

Using the second equation in the first gives

𝑠𝑋 (𝑠) = −2 �
2𝑋 (𝑠)
𝑠 � + 1

=
−4𝑋 (𝑠) + 𝑠

𝑠
𝑠2𝑋 (𝑠) = −4𝑋 (𝑠) + 𝑠

�𝑠2 + 4�𝑋 (𝑠) = 𝑠

𝑋 (𝑠) =
𝑠

�𝑠2 + 4�

Using the above in (2) gives 𝑌 (𝑠)

𝑠𝑌 (𝑠) = 2
𝑠

�𝑠2 + 4�

𝑌 (𝑠) =
2

�𝑠2 + 4�

Considering 𝑋 (𝑠) to find its ROC, let us write it as

𝑋 (𝑠) =
𝑠

�𝑠2 + 4�
=

𝑠
�𝑠 + 2𝑗� �𝑠 − 2𝑗�

=
𝐴

�𝑠 + 2𝑗�
+

𝐵
�𝑠 − 2𝑗�

We see that the ROC for first term is Re (𝑠) > −Re �2𝑗� which means Re (𝑠) > 0 since real
part is zero. Same for the second term. Hence we see that for 𝑋 (𝑠) the ROC is Re (𝑠) > 0.
Similarly for 𝑌 (𝑠). Therefore the overall ROC is

Re (𝑠) > 0

4.8.4 Problem 9.32

A causal LTI system with impulse response ℎ(𝑡) has the following properties: (1) When the
input to the system is 𝑥 (𝑡) = 𝑒2𝑡 for all 𝑡, the output is 𝑦 (𝑡) = 1

6𝑒
2𝑡 for all 𝑡. (2) The impulse

response ℎ(𝑡) satisfies the di�erential equation

𝑑ℎ (𝑡)
𝑑𝑡

+ 2ℎ (𝑡) = 𝑒−4𝑡𝑢 (𝑡) + 𝑏𝑢 (𝑡)

Where 𝑏 is unknown constant. Determine the system function 𝐻(𝑠) of the system, consistent
with the information above. There should be no unknown constants in your answer; that is,
the constant 𝑏 should not appear in the answer
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solution

First 𝐻 (𝑠) is found from the di�erential equation. Taking Laplace transform gives (assuming
zero initial conditions)

𝑠𝐻 (𝑠) + 2𝐻 (𝑠) =
1

𝑠 + 4
+
𝑏
𝑠

𝐻 (𝑠) (2 + 𝑠) =
1

𝑠 + 4
+
𝑏
𝑠

𝐻 (𝑠) =
1

(𝑠 + 4) (𝑠 + 2)
+

𝑏
𝑠 (𝑠 + 2)

=
𝑠 + 𝑏 (𝑠 + 4)
𝑠 (𝑠 + 4) (𝑠 + 2)

(1)

Now we are told when the input is 𝑒2𝑡 then the output is 1
6𝑒

2𝑡. In Laplace domain this means
𝑌 (𝑠) = 𝑋 (𝑠)𝐻 (𝑠) . Therefore

𝑌 (𝑠) =
1
6

1
𝑠 − 2

Re (𝑠) > 2

𝑋 (𝑠) =
1

𝑠 − 2
Re (𝑠) > 2

Hence

𝐻 (𝑠) =
𝑌 (𝑠)
𝑋 (𝑠)

𝐻 (𝑠) =
1
6

1
𝑠−2
1
𝑠−2

=
1
6

(2)

Comparing (1,2) then
1
6
=

𝑠 + 𝑏 (𝑠 + 4)
𝑠 (𝑠 + 4) (𝑠 + 2)

Solving for 𝑏 gives

𝑠 (𝑠 + 4) (𝑠 + 2)
6

= 𝑠 + 𝑏 (𝑠 + 4)

𝑠 (𝑠 + 4) (𝑠 + 2)
6 (𝑠 + 4)

−
𝑠

(𝑠 + 4)
= 𝑏

𝑏 =
𝑠 (𝑠 + 2)

6
−

𝑠
(𝑠 + 4)

=
𝑠 (𝑠 + 2) (𝑠 + 4) − 6𝑠

6 (𝑠 + 4)

=
𝑠 �𝑠2 + 6𝑠 + 2�
6 (𝑠 + 4)
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This is true for Re (𝑠) > 2. Hence for 𝑠 = 2 the above reduces to

𝑏 =
2 (4 + 12 + 2)
6 (2 + 4)

= 1

Therefore (1) becomes

𝐻 (𝑠) =
𝑠 + (𝑠 + 4)

𝑠 (𝑠 + 4) (𝑠 + 2)

=
2𝑠 + 4

𝑠 (𝑠 + 4) (𝑠 + 2)

=
2 (𝑠 + 2)

𝑠 (𝑠 + 4) (𝑠 + 2)

=
2

𝑠 (𝑠 + 4)

4.8.5 Problem 9.40

Consider the system 𝑆 characterized by the di�erential equation

𝑦′′′ (𝑡) + 6𝑦′′ (𝑡) + 11𝑦′ (𝑡) + 6𝑦 (𝑡) = 𝑥 (𝑡)

(a) Determine the zero-state response of this system for the input 𝑥 (𝑡) = 𝑒−4𝑡𝑢 (𝑡) (b) Determine

the zero-input response of the system for 𝑡 > 0− given the initial conditions 𝑦 (0−) = 1, 𝑑𝑦𝑑𝑡 �𝑡=0−
=

−1, 𝑑
2𝑦
𝑑𝑡2 �𝑡=0−

= 1. (c) Determine the output of 𝑆 when the input is 𝑥 (𝑡) = 𝑒−4𝑡𝑢 (𝑡) and the initial

conditions are the same as those specified in part (b).

Solution

4.8.5.1 Part a

Applying Laplace transform on the ODE and using zero initial conditions gives

𝑠3𝑌 (𝑠) + 6𝑠2𝑌 (𝑠) + 11𝑠𝑌 (𝑠) + 6𝑌 (𝑠) =
1

𝑠 + 4

𝑌 (𝑠) �𝑠3 + 6𝑠2 + 11𝑠 + 6� =
1

𝑠 + 4

𝑌 (𝑠) =
1

(𝑠 + 4) �𝑠3 + 6𝑠2 + 11𝑠 + 6�

=
1

(𝑠 + 4) (𝑠 + 1) (𝑠 + 2) (𝑠 + 3)
(1)

Using partial fractions

1
(𝑠 + 4) (𝑠 + 1) (𝑠 + 2) (𝑠 + 3)

=
𝐴

(𝑠 + 4)
+

𝐵
(𝑠 + 1)

+
𝐶

(𝑠 + 2)
+

𝐷
(𝑠 + 3)
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Hence

𝐴 =
1

(𝑠 + 1) (𝑠 + 2) (𝑠 + 3)
�
𝑠=−4

=
1

(−4 + 1) (−4 + 2) (−4 + 3)
= −

1
6

𝐵 =
1

(𝑠 + 4) (𝑠 + 2) (𝑠 + 3)
�
𝑠=−1

=
1

(−1 + 4) (−1 + 2) (−1 + 3)
=
1
6

𝐶 =
1

(𝑠 + 4) (𝑠 + 1) (𝑠 + 3)
�
𝑠=−2

=
1

(−2 + 4) (−2 + 1) (−2 + 3)
=
−1
2

𝐷 =
1

(𝑠 + 4) (𝑠 + 1) (𝑠 + 2)
�
𝑠=−3

=
1

(−3 + 4) (−3 + 1) (−3 + 2)
=
1
2

Hence (1) becomes

𝑌 (𝑠) =
𝐴

(𝑠 + 4)
+

𝐵
(𝑠 + 1)

+
𝐶

(𝑠 + 2)
+

𝐷
(𝑠 + 3)

= −
1
6

1
(𝑠 + 4)

+
1
6

1
(𝑠 + 1)

−
1
2

1
(𝑠 + 2)

+
1
2

1
(𝑠 + 3)

Re (𝑠) > −1

From tables, the inverse Laplace transform is (one sided) is

𝑦 (𝑡) = −
1
6
𝑒−4𝑡𝑢 (𝑡) +

1
6
𝑒−𝑡𝑢 (𝑡) −

1
2
𝑒−2𝑡𝑢 (𝑡) +

1
2
𝑒−3𝑡𝑢 (𝑡)

4.8.5.2 Part b

Applying Laplace transform on the ODE 𝑦′′′ (𝑡) + 6𝑦′′ (𝑡) + 11𝑦′ (𝑡) + 6𝑦 (𝑡) = 0 and using the
non-zero initial conditions given above gives

�𝑠3𝑌 (𝑠) − 𝑠2𝑦 (0) − 𝑠𝑦′ (0) − 𝑦′′ (0)� + 6 �𝑠2𝑌 (𝑠) − 𝑠𝑦 (0) − 𝑦′ (0)� + 11 �𝑠𝑌 (𝑠) − 𝑦 (0)� + 6𝑌 (𝑠) = 0

�𝑠3𝑌 (𝑠) − 𝑠2 + 𝑠 − 1� + 6 �𝑠2𝑌 (𝑠) − 𝑠 + 1� + 11 (𝑠𝑌 (𝑠) − 1) + 6𝑌 (𝑠) = 0
𝑠3𝑌 (𝑠) − 𝑠2 + 𝑠 − 1 + 6𝑠2𝑌 (𝑠) − 6𝑠 + 6 + 11𝑠𝑌 (𝑠) − 11 + 6𝑌 (𝑠) = 0

𝑌 (𝑠) �𝑠3 + 6𝑠2 + 11𝑠 + 6� − 𝑠2 + 𝑠 − 1 − 6𝑠 + 6 − 11 = 0
(1)

Hence

𝑌 (𝑠) �𝑠3 + 6𝑠2 + 11𝑠 + 6� = 𝑠2 − 𝑠 + 1 + 6𝑠 − 6 + 11

𝑌 (𝑠) =
𝑠2 + 5𝑠 + 6

𝑠3 + 6𝑠2 + 11𝑠 + 6

=
(𝑠 + 3) (𝑠 + 2)

(𝑠 + 1) (𝑠 + 2) (𝑠 + 3)

=
1

𝑠 + 1
Re (𝑠) > −1

Hence the inverse Laplace transform (one sided) gives

𝑦 (𝑡) = 𝑒−𝑡𝑢 (𝑡)
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4.8.5.3 Part c

This is the sum of the response of part(a) and part(b) since the system is linear ODE. Hence

𝑦 (𝑡) = −
1
6
𝑒−4𝑡𝑢 (𝑡) +

1
6
𝑒−𝑡𝑢 (𝑡) −

1
2
𝑒−2𝑡𝑢 (𝑡) +

1
2
𝑒−3𝑡𝑢 (𝑡) + 𝑒−𝑡𝑢 (𝑡)

= �−
1
6
𝑒−4𝑡 +

1
6
𝑒−𝑡 −

1
2
𝑒−2𝑡 +

1
2
𝑒−3𝑡 + 𝑒−𝑡� 𝑢 (𝑡)

= �−
1
6
𝑒−4𝑡 +

7
6
𝑒−𝑡 −

1
2
𝑒−2𝑡 +

1
2
𝑒−3𝑡� 𝑢 (𝑡)
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4.8.6 key solution

225



4.8. HW 8 CHAPTER 4. HWS

226



4.9. HW 9 CHAPTER 4. HWS
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4.9.1 Problem 10.2

Consider the signal

𝑥 [𝑛] = �
1
5�

𝑛

𝑢 [𝑛 − 3]

Use eq. (10.3)

𝑋 [𝑧] =
𝑛=∞
�
𝑛=−∞

𝑥 [𝑛] 𝑧−𝑛 (10.3)

to evaluate the Z-transform of this signal, and specify the corresponding region of conver-
gence.

solution

𝑋 [𝑧] =
𝑛=∞
�
𝑛=−∞

�
1
5�

𝑛

𝑢 [𝑛 − 3] 𝑧−𝑛

But 𝑢 [𝑛 − 3] is zero for 𝑛 < 3 and 1 otherwise. Hence the above becomes

𝑋 [𝑧] =
𝑛=∞
�
𝑛=3

�
1
5�

𝑛

𝑧−𝑛

Let 𝑚 = 𝑛 − 3. When 𝑛 = 3,𝑚 = 0 therefore the above can be written as

𝑋 [𝑧] =
𝑚=∞
�
𝑚=0

�
1
5�

𝑚+3

𝑧−(𝑚+3)

= �
𝑧−1

5 �
3 𝑚=∞
�
𝑚=0

�
1
5�

𝑚

𝑧−𝑚

=
𝑧−3

125

𝑚=∞
�
𝑚=0

�
1
5�

𝑚

𝑧−𝑚

Renaming back to 𝑛

𝑋 [𝑧] =
𝑧−3

125

∞
�
𝑛=0

�
1
5�

𝑛

𝑧−𝑛 (1)
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Now, looking at ∑𝑛=∞
𝑛=0 �

1
5𝑧
�
𝑛
then assuming |5𝑧| > 1 and using the formula ∑𝑛=∞

𝑛=0 𝑎
𝑛 = 1

1−𝑎 ,

where 𝑎 = 1
5𝑧 in this case gives

𝑛=∞
�
𝑛=0

�
1
5𝑧�

𝑛

=
1

1 − 1
5𝑧

−1

Hence (1) becomes

𝑋 [𝑧] =
𝑧−3

125

⎛
⎜⎜⎜⎜⎜⎝

1
1 − 1

5𝑧
−1

⎞
⎟⎟⎟⎟⎟⎠

The above shows a pole at 1
5𝑧

−1 = 1 or 𝑧 = 1
5 and a pole at 𝑧 = 0. Since this is right handed

signal, then the ROC is outside the outer most pole. Therefore ROC is

|𝑧| >
1
5

Which means the region is outside a circle of radius 1
5 . Since this ROC includes the unit

circle, meaning a DTFT exist, it shows that this is a stable signal.

4.9.2 Problem 10.9

Using partial-fraction expansion and the fact that

𝑎𝑛𝑢 [𝑛] 𝑍⟷
1

1 − 𝑎𝑧−1
|𝑧| > |𝑎|

Find the inverse Z-transform of

𝑋 (𝑧) =
1 − 1

3𝑧
−1

�1 − 𝑧−1� �1 + 2𝑧−1�
|𝑧| > 2

solution

Let
1 − 1

3𝑧
−1

�1 − 𝑧−1� �1 + 2𝑧−1�
=

𝐴
�1 − 𝑧−1�

+
𝐵

�1 + 2𝑧−1�

Hence 𝐴 = �
1− 1

3 𝑧
−1

1+2𝑧−1 �
𝑧−1=1

=
1− 1

3
1+2 =

2
9 and 𝐵 = �

1− 1
3 𝑧

−1

�1−𝑧−1��
𝑧−1=− 1

2

=
1− 1

3 �−
1
2 �

�1−�− 1
2 ��

= 7
9 Therefore the above

becomes
𝑋 (𝑧) =

2
9

1
�1 − 𝑧−1�

+
7
9

1
�1 + 2𝑧−1�

The pole of first term at 𝑧−1 = 1 or 𝑧 = 1 and the pole for second term is 2𝑧−1 = −1 or 𝑧 = −2.
Since the ROC is outside the out most pole, then this is right handed signal. Hence

𝑥 [𝑛] =
2
9
𝑢 [𝑛] +

7
9
(−2)𝑛 𝑢 [𝑛]

= �
2
9
+
7
9
(−2)𝑛� 𝑢 [𝑛]
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Which is valid when 𝑋 (𝑧) defined for |𝑧| > 2 since this is the common region for |𝑧| > 1 and
|𝑧| > 2 at the same time. We notice the ROC does not include the unit circle and hence it
is not stable signal. This is confirmed by looking at the term (−2)𝑛 which grows with 𝑛 with
no limit.

4.9.3 Problem 10.26

Consider a left-sided sequence 𝑥[𝑛] with z-transform

𝑋 (𝑧) =
1

�1 − 1
2𝑧

−1� �1 − 𝑧−1�

a Write 𝑋 (𝑧) as a ratio of polynomials in 𝑧 instead of 𝑧−1

b Using a partial-fraction expression, express 𝑋(𝑧) as a sum of terms, where each term
represents a pole from your answer in part (a).

c Determine 𝑥 [𝑛]

solution

4.9.3.1 Part a

𝑋 (𝑧) =
𝑧

𝑧 �1 − 1
2𝑧

−1� �1 − 𝑧−1�

=
𝑧

�𝑧 − 1
2
� �1 − 𝑧−1�

=
𝑧2

𝑧 �𝑧 − 1
2
� �1 − 𝑧−1�

=
𝑧2

�𝑧 − 1
2
� (𝑧 − 1)

=
𝑧2

𝑧2 − 3
2𝑧 +

1
2

One pols at 𝑧 = 1
2 and one pole at 𝑧 = 1.

4.9.3.2 Part b

𝑋 (𝑧) =
𝑧2

�𝑧 − 1
2
� (𝑧 − 1)
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To do partial fractions, the degree in numerator must be smaller than in the denominator,
which is not the case here. Hence we start by factoring out a 𝑧 which gives

𝑋 (𝑧) = 𝑧2

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

1

�𝑧 − 1
2
� (𝑧 − 1)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

= 𝑧2
⎛
⎜⎜⎜⎜⎜⎝
𝐴
𝑧 − 1

2

+
𝐵
𝑧 − 1

⎞
⎟⎟⎟⎟⎟⎠

Hence
1

�𝑧 − 1
2
� (𝑧 − 1)

=
𝐴
𝑧 − 1

2

+
𝐵
𝑧 − 1

Therefore 𝐴 = � 1
(𝑧−1)

�
𝑧= 1

2

= 1

� 12−1�
= −2 and 𝐵 = �

1

𝑧− 1
2
�
𝑧=1

= 1

1− 1
2

= 2. Hence the above becomes

𝑋 (𝑧) = 𝑧2
⎛
⎜⎜⎜⎜⎜⎝−

2
𝑧 − 1

2

+
2

𝑧 − 1

⎞
⎟⎟⎟⎟⎟⎠

= 2𝑧2
⎛
⎜⎜⎜⎜⎜⎝−

1
𝑧 − 1

2

+
1

𝑧 − 1

⎞
⎟⎟⎟⎟⎟⎠

Pole at 𝑧 = 1
2 and one at 𝑧 = 1.

4.9.3.3 Part c

Writing the above as
𝑋 (𝑧) = 2𝑧2𝑋1 (𝑧)

Where 𝑥1 [𝑛] ⟺ 𝑋1 (𝑧) where ROC for 𝑋1 (𝑧) is inside the inner most pole (since left sided).
Hence ROC for 𝑋1 (𝑧) is |𝑧| <

1
2 . What is left is to find 𝑥1 [𝑛] which is the inverse Z transform

of −1

𝑧− 1
2

+ 1
𝑧−1 . We want to use 𝑎𝑛𝑢 [𝑛] 𝑍⟷ 1

1−𝑎𝑧−1
so rewriting this as

𝑋1 (𝑧) =
−1
𝑧 − 1

2

+
1

𝑧 − 1

=
−𝑧−1

1 − 1
2𝑧

−1
+

𝑧−1

1 − 𝑧−1
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Hence

𝑋 (𝑧) = 2𝑧2𝑋1 (𝑧)

= 2𝑧2
⎛
⎜⎜⎜⎜⎜⎝
−𝑧−1

1 − 1
2𝑧

−1
+

𝑧−1

1 − 𝑧−1

⎞
⎟⎟⎟⎟⎟⎠

= 2𝑧

⎛
⎜⎜⎜⎜⎜⎝

−1
1 − 1

2𝑧
−1
+

1
1 − 𝑧−1

⎞
⎟⎟⎟⎟⎟⎠ (1)

Then (since left handed) then −1

1− 1
2 𝑧

−1
⟷ �1

2
�
𝑛
𝑢 [−𝑛 − 1]. Similarly for 1

1−𝑧−1
⟷ −𝑢[−𝑛 − 1] .

Hence

𝑥 [𝑛] = �
1
2�

𝑛

𝑢 [−𝑛 − 1] − 𝑢 [−𝑛 − 1]

Substituting the above in (1) gives

𝑥 [𝑛] = 2 ��
1
2�

𝑛

𝑢 [−𝑛 − 2] − 𝑢 [−𝑛 − 2]�

Where 𝑢 [−𝑛 − 1] is changed to 𝑢 [−𝑛 − 2] because of the extra 𝑧 in (1) outside, which causes
extra shift and same for 𝑢 [−𝑛 − 1] changed to 𝑢 [−𝑛 − 2]. Therefore the final answer is

𝑥 [𝑛] = 2 �
1
2�

𝑛

𝑢 [−𝑛 − 2] − 2𝑢 [−𝑛 − 2]

4.9.4 Problem 10.34

A causal LTI system is described by the di�erence equation

𝑦 [𝑛] = 𝑦 [𝑛 − 1] + 𝑦 [𝑛 − 2] + 𝑥 [𝑛 − 1]

a Find the system function 𝐻 (𝑧) = 𝑌(𝑧)
𝑋(𝑧) for this system. Plot the poles and zeros of 𝐻(𝑧) and

indicate the region of convergence.

b Find the unit sample response of the system.

c You should have found the system to be unstable. Find a stable (non causal) unit sample
response that satisfies the di�erence equation.

solution
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4.9.4.1 Part a

Taking the 𝑍 transform of the di�erence equation gives

𝑌 (𝑧) = 𝑧−1𝑌 (𝑧) + 𝑧−2𝑌 (𝑧) + 𝑧−1𝑋 (𝑧)

𝑌 (𝑧) �1 − 𝑧−1 − 𝑧−2� = 𝑧−1𝑋 (𝑧)
𝑌 (𝑧)
𝑋 (𝑧)

=
𝑧−1

1 − 𝑧−1 − 𝑧−2

=
𝑧

𝑧2 − 𝑧 − 1
=

𝑧

�𝑧 − �12√5 +
1
2
�� �𝑧 − �12 −

1
2√5��

Hence a pole at 𝑧 = 1
2√5 +

1
2 = 1.618 and a pole at 𝑧 = �12 −

1
2√5� = −0.618 and zero at 𝑧 = 0

Since this is a causal 𝐻 (𝑧) then ROC is always to the right of the right most pole. Hence
ROC is

|𝑧| >
1
2√

5 +
1
2
= 1.618

Here is a plot of the poles and zeros. The ROC is all the region to the right of 1.618 pole.

-1.0 -0.5 0.5 1.0 1.5
Re(z)

-1.0

-0.5

0.5

1.0

Im(z)

Figure 4.77: 𝐻(𝑧) Pole Zero plot. Red points are poles. Blue is zeros
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p = Graphics[

{

{Dashed, Circle[{0, 0}, 1]},

{PointSize[.04], {Red, Point[{-0.618, 0}]},

{Red, Point[{1.618, 0}]}, {Blue, Point[{0, 0}]}}

}, Axes → True, AxesLabel → {"Re(z)", "Im(z)"}, BaseStyle → 12];

Figure 4.78: Code used for the above

4.9.4.2 Part b

If the input 𝑥 [𝑛] = 𝛿 [𝑛] then the di�erence equation is now

𝑦 [𝑛] = 𝑦 [𝑛 − 1] + 𝑦 [𝑛 − 2] + 𝛿 [𝑛 − 1]

Hence taking the Z transform gives

𝑌 (𝑧) = 𝑧−1𝑌 (𝑧) + 𝑧−2𝑌 (𝑧) + 𝑧−1

𝑌 (𝑧) �1 − 𝑧−2 − 𝑧−1� = 𝑧−1

𝑌 (𝑧) =
𝑧−1

1 − 𝑧−1 − 𝑧−2

=
−𝑧−1

𝑧−2 + 𝑧−1 − 1

=
−𝑧−1

�𝑧−1 − �−1
2 +

1
2√5�� �𝑧

−1 − �−1
2 −

1
2√5��

(1)

Applying partial fractions gives

−𝑧−1

�𝑧−1 − �−1
2 +

1
2√5�� �𝑧

−1 − �−1
2 −

1
2√5��

=
𝐴

𝑧−1 − �−1
2 +

1
2√5�

+
𝐵

𝑧−1 − �−1
2 −

1
2√5�

Hence

𝐴 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

−𝑧−1

�𝑧−1 − �−1
2 −

1
2√5��

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
𝑧−1=�− 1

2+
1
2√5�

=
− �−1

2 +
1
2√5�

�−1
2 +

1
2√5� − �−

1
2 −

1
2√5�

=
1
10√

5 −
1
2

And

𝐵 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

−𝑧−1

𝑧−1 − �−1
2 +

1
2√5�

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
𝑧=�− 1

2−
1
2√5�

=
− �−1

2 −
1
2√5�

�−1
2 −

1
2√5� − �−

1
2 +

1
2√5�

= −
1
10√

5 −
1
2
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Therefore (1) becomes

𝑌 (𝑧) = �
1
10√

5 −
1
2�

1

𝑧−1 − �−1
2 +

1
2√5�

− �
1
10√

5 +
1
2�

1

𝑧−1 − �−1
2 −

1
2√5�

=
� 1
10√5 −

1
2
�

−1
2 +

1
2√5

1
1

− 1
2+

1
2√5

𝑧−1 − 1
−
� 1
10√5 +

1
2
�

�−1
2 −

1
2√5�

1
1

�− 1
2−

1
2√5�

𝑧−1 − 1

=
1
5√

5
1

1 − � 2
−1+√5

� 𝑧−1
−
1
5√

5
1

1 − 2
�−1−√5�

𝑧−1

=
1
5√

5
1

1 − �12√5 +
1
2
� 𝑧−1

−
1
5√

5
1

1 − �12 −
1
2√5� 𝑧

−1

Now we can use the table 1
1−𝑎𝑧−1

→ 𝑎𝑛𝑢 [𝑛] for |𝑧| > 𝑎. Taking the inverse Z transform of the
above gives

𝑦 [𝑛] = − �
1
5√

5�
⎛
⎜⎜⎜⎝
1 + √5
2

⎞
⎟⎟⎟⎠
𝑛

𝑢 [𝑛] + �
1
5√

5�
⎛
⎜⎜⎜⎝
1 − √5
2

⎞
⎟⎟⎟⎠
𝑛

𝑢 [𝑛]

= �− (0.447 21) (1.618)𝑛 + (0.447 21) (−0.618)𝑛� 𝑢 [𝑛]

This is unstable response 𝑦 [𝑛] due to the term (1.618)𝑛 which grows with no limit as 𝑛 → ∞.

4.9.4.3 Part c

Using the ROC where 0.618 < |𝑧| < 1.618 instead of |𝑧| > 1.618, then

𝑦 [𝑛] = �
1
5√

5�
⎛
⎜⎜⎜⎝
1 + √5
2

⎞
⎟⎟⎟⎠
𝑛

𝑢 [−𝑛 − 1] + �
1
5√

5�
⎛
⎜⎜⎜⎝
1 − √5
2

⎞
⎟⎟⎟⎠
𝑛

𝑢 [𝑛]

= �(0.447 21) (1.618)𝑛 𝑢 [−𝑛 − 1] + (0.447 21) (−0.618)𝑛� 𝑢 [𝑛]

which is now stable since the index on 1.618𝑛 run is negative instead of positive.

4.9.5 Problem 10.36

Consider the linear, discrete-time, shift-invariant system with input 𝑥[𝑛] and output 𝑦[𝑛] for
which

𝑦 [𝑛 − 1] −
10
3
𝑦 [𝑛] + 𝑦 [𝑛 + 1] = 𝑥 [𝑛]

is stable. Determine the unit sample response.

solution
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Taking the Z transform of the di�erence equation gives

𝑧−1𝑌 (𝑧) −
10
3
𝑌 (𝑧) + 𝑧𝑌 (𝑧) = 𝑋 (𝑧)

𝑌 (𝑧) �𝑧−1 −
10
3
+ 𝑧� = 𝑋 (𝑧)

Hence the unit sample is when 𝑥 [𝑛] = 𝛿 [𝑛]. Hence 𝑋 (𝑧) = 1. Therefore the impulse response
is

𝐻 (𝑧) =
1

𝑧−1 − 10
3 + 𝑧

=
𝑧−1

𝑧−2 − 10
3 𝑧

−1 + 1

=
𝑧−1

�𝑧−1 − 3� �𝑧−1 − 1
3
�

Applying partial fractions

𝐻 (𝑧) =
𝐴

�𝑧−1 − 3�
+

𝐵

�𝑧−1 − 1
3
�

Hence 𝐴 =
⎛
⎜⎜⎜⎜⎝

𝑧−1

�𝑧−1− 1
3 �

⎞
⎟⎟⎟⎟⎠
𝑧−1=3

= 3

�3− 1
3 �
= 9

8 and 𝐵 = �
𝑧−1

�𝑧−1−3��
𝑧−1= 1

3

=
1
3

� 13−3�
= −1

8 . Therefore

𝐻 (𝑧) =
9
8

1
�𝑧−1 − 3�

−
1
8

1

�𝑧−1 − 1
3
�

=
3
8

1

�1
3𝑧

−1 − 1�
−
3
8

1
�3𝑧−1 − 1�

=
3
8

1
1 − 3𝑧−1

−
3
8

1
1 − 1

3𝑧
−1

(1)

We see a pole at 𝑧 = 3 and a pole at 𝑧 = 1
3 .

For 1
1−3𝑧−1

, this is stable only for a left sided signal, this is because 𝑎 which is 3 here is larger
than 1. Hence its inverse Z transform is of this is 𝑥1 [𝑛] = −

3
83

𝑛𝑢 [−𝑛 − 1] and for the second

term 1

1− 1
3 𝑧

−1
is stable for right sided signal, since 1

3 < 1. Hence its inverse Z transform is

−3
8
�1
3
�
𝑛
𝑢 [𝑛]. Therefore

ℎ [𝑛] = −
3
8
(3)𝑛 𝑢 [−𝑛 − 1] −

3
8 �

1
3�

𝑛

𝑢 [𝑛]

235



4.9. HW 9 CHAPTER 4. HWS

4.9.6 Problem 10.59

Chap. 10 Problems 

and let 
M 

f(z) = L, y[k]z-k. 
k=O 

(a) Express Min terms of N1 and N2. 
(b) Use polynomial multiplication to determine y[O], y[l], and y[2]. 
(c) Use polynomial multiplication to show that, for 0 :::; k :::; M, 

y[k] = L, XI [m]x2[k- m]. 
m= -oo 

813 

10.58. A minimum-phase system is a system that is causal and stable and for which the 
inverse system is also causal and stable. Determine the necessary constraints on the 
location in the z-plane of the poles and zeros of the system function of a minimum
phase system. 

10.59. Consider the digital filter structure shown in Figure P10.59. 

k 
3 

k 
4 Figure P1 0.59 

(a) Find H(z) for this causal filter. Plot the pole-zero pattern and indicate there
gion of convergence. 

(b) For what values of the k is the system stable? 
(c) Determine y[n] if k = 1 and x[n] = (2/3)n for all n. 

10.60. Consider a signal x[n] whose unilateral z-transform is ~(z). Show that the unilat
eral z-transform of y[n] = x[n + 1] may be specified as 

'Y(z) = z~(z) - zx[O]. 

10.61. If~(z) denotes the unilateral z-transform of x[n], determine, in terms of~(z), the 
unilateral z-transform of: 
(a) x[n + 3] (b) x[n - 3] (c) L ~= _ 00 x[k] 

EXTENSION PROBLEMS 

10.62. The autocorrelation sequence of a sequence x[n] is defined as 

cf>xAn] = L, x[k]x[n + k]. 
k= -oo 

Determine the z-transform of cf>xx[n] in terms of the z-transform of x[n]. 

Figure 4.79: Problem description

solution

4.9.6.1 Part (a)

Let the value at the branch just to the right of 𝑥 [𝑛] summation sign be called 𝐴 [𝑧].

z−1

A(z)X(z)

z−1A(z)

−k
3 −k

4

Y (z)+ +

−k
4 z

−1A(z)−k
3 z

−1A(z)

Figure 4.80: Filter diagram
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Then we see that

𝑌 (𝑧) = 𝐴 (𝑧) −
𝑘
4
𝑧−1𝐴 (𝑧)

We just need to find 𝐴 (𝑧). We see that 𝐴 (𝑧) = 𝑋 (𝑧) − 𝑘
3𝑧

−1𝐴 (𝑧). Hence 𝐴 (𝑧) �1 + 𝑘
3𝑧

−1� = 𝑋 (𝑧)

or 𝐴 (𝑧) = 𝑋(𝑧)

1+ 𝑘
3 𝑧

−1
. Therefore the above becomes

𝑌 (𝑧) =
𝑋 (𝑧)

1 + 𝑘
3𝑧

−1
−
𝑘
4
𝑧−1

𝑋 (𝑧)

1 + 𝑘
3𝑧

−1

= 𝑋 (𝑧)

⎛
⎜⎜⎜⎜⎜⎝

1

1 + 𝑘
3𝑧

−1
−
𝑘
4

𝑧−1

1 + 𝑘
3𝑧

−1

⎞
⎟⎟⎟⎟⎟⎠

Hence

𝐻 (𝑧) =
𝑌 (𝑧)
𝑋 (𝑧)

=
1

1 + 𝑘
3𝑧

−1
−
𝑘
4

𝑧−1

1 + 𝑘
3𝑧

−1

=
1 − 𝑘

4𝑧
−1

1 + 𝑘
3𝑧

−1

The pole is when 𝑘
3𝑧

−1 = −1 or 𝑧 = − 𝑘
3 . Zero is when 1 − 𝑘𝑧−1 = 0 or 𝑘𝑧−1 = 1 or 𝑧 = 𝑘. Since

this causal system, then the ROC is to the right of the most right pole. Hence |𝑧| > |𝑘|
3 is the

ROC.

1k|k|
3

pole zero

=(z)

<(z)

Figure 4.81: Pole zero polt. ROC is |𝑧| >]𝑓𝑟𝑎𝑐|𝑘|3
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4.9.6.2 Part (b)

System is stable if it has a Discrete time Fourier transform. This implies the ROC must
include the unit circle. Hence |𝑘|

3 < 1 or |𝑘| < 3.

4.9.6.3 Part (c)

From part (a), the unit sample response is 𝐻 (𝑧) =
1− 𝑘

4 𝑧
−1

1+ 𝑘
3 𝑧

−1
. When 𝑘 = 1 this becomes 𝐻 (𝑧) =

1− 1
4 𝑧

−1

1+ 1
3 𝑧

−1

Since 𝑥 [𝑛] = �2
3
�
𝑛
for all 𝑛 and this is casual system, then this means 𝑥 [𝑛] = �2

3
�
𝑛
𝑢 [𝑛].

Therefore
𝑋 (𝑧) =

1
1 − 2

3𝑧
−1

Hence from part (a)

𝑌 (𝑧) = 𝐻 (𝑧)𝑋 (𝑧)

=
1 − 1

4𝑧
−1

1 + 1
3𝑧

−1

1
1 − 2

3𝑧
−1

=
1 − 1

4𝑧
−1

�1 + 1
3𝑧

−1� �1 − 2
3𝑧

−1�

=
𝐴

1 + 1
3𝑧

−1
+

𝐵
1 − 2

3𝑧
−1

Therefore 𝐴 =
⎛
⎜⎜⎜⎜⎝

1− 1
4 𝑧

−1

�1− 2
3 𝑧

−1�

⎞
⎟⎟⎟⎟⎠
𝑧−1=−3

=
1− 1

4 (−3)

�1− 2
3 (−3)�

= 7
12 and 𝐵 =

⎛
⎜⎜⎜⎜⎝

1− 1
4 𝑧

−1

�1+ 1
3 𝑧

−1�

⎞
⎟⎟⎟⎟⎠
𝑧−1= 3

2

=
⎛
⎜⎜⎜⎜⎝

1− 1
4 �

3
2 �

�1+ 1
3 �

3
2 ��

⎞
⎟⎟⎟⎟⎠ =

5
12 . Hence

𝑌 (𝑧) =
7
12

1
1 + 1

3𝑧
−1
+
5
12

1
1 − 2

3𝑧
−1

Therefore

𝑦 [𝑛] =
7
12 �

−
1
3�

𝑛

𝑢 [𝑛] +
5
12 �

2
3�

𝑛

𝑢 [𝑛]

The following is a plot of the solution
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0 2 4 6 8 10

0.05

0.10

0.15

0.20

0.25

0.30

Figure 4.82: Plot of 𝑦[𝑛]

mySol =
7

12
-
1

3

n

UnitStep[n] +
5

12

2

3

n

UnitStep[n];

p =

DiscretePlot[mySol, {n, 0, 10}, PlotRange → {Automatic, {0, 0.3}}, PlotStyle → Red];

Figure 4.83: Code used
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4.9.7 key solution

240



4.9. HW 9 CHAPTER 4. HWS

Scanned with CamScanner
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Scanned with CamScanner
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4.10 HW 10

Local contents
4.10.1 Problem 11.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245
4.10.2 Problem 11.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247
4.10.3 Problem 11.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 248
4.10.4 Problem 11.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250
4.10.5 key solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253

4.10.1 Problem 11.1

Chap. 11 Problems 867 

the stabilization of unstable systems, and the design of tracking systems. We also saw that 
feedback can destabilize, as well as stabilize, a system. 

In Section 11.3, we described the root-locus method for plotting the poles of the 
closed-loop system as a function of a gain parameter. Here, we found that the geometric 
evaluation of the phase of a rational Laplace transform or z-transform allowed us to gain 
a significant amount of insight into the properties of the root locus. These properties of
ten permit us to obtain a reasonably accurate sketch of the root locus without performing 
complex calculations. 

In contrast to the root-locus method, the Nyquist criterion of Section 11.4 is a tech
nique for determining the stability of a feedback system, again as a function of a variable 
gain, without obtaining a detailed description of the location of the closed-loop poles. The 
Nyquist criterion is applicable to nonrational system functions and thus can be used when 
all that is available are experimentally determined frequency responses. The same is true of 
the gain and phase margins described in Section 11.5. These quantities provide a measure 
of the margin of stability in a feedback system and therefore are of importance to design
ers in that they allow them to determine how robust a feedback system is to discrepancies 
between estimates of the forward- and feedback-path system functions and their actual 
values. 

The first section of problems belongs to the basic category, and the answers are pro
vided in the back of the book. The remaining three sections contain problems belonging 
to the basic, advanced, and extension categories, respectively. 

BASIC PROBLEMS WITH ANSWERS 

11.1. Consider the interconnection of discrete-time LTI systems shown in Figure P11.1. 
Express the overall system function for this interconnection in terms of H0(z), 
H1 (z), and G(z). 

H0(z) 

1 
x[n] 

+ 

I 
+ 

+ H1(z) + 
-

y[n] 

G(z) 

Figure P11.1 

Figure 4.84: Problem description

solution

Adding the following notations on the diagram to make it easy to do the computation
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Figure 4.85: Annotations added

Therefore we see that

𝑌 (𝑧) = 𝑋 (𝑧)𝐻0 (𝑧) + 𝐸 (𝑧)𝐻1 (𝑧) (1)

So we just need to determine 𝐸 (𝑧). But 𝐸 (𝑧) = 𝑋 (𝑧)−𝐸 (𝑧)𝐻1 (𝑧) 𝐺 (𝑧). Hence 𝐸 (𝑧) (1 + 𝐻1 (𝑧) 𝐺 (𝑧)) =
𝑋 (𝑧) or

𝐸 (𝑧) =
𝑋 (𝑧)

1 + 𝐻1 (𝑧) 𝐺 (𝑧)
Substituting this into (1) gives

𝑌 (𝑧) = 𝑋 (𝑧)𝐻0 (𝑧) +
𝑋 (𝑧)

1 + 𝐻1 (𝑧) 𝐺 (𝑧)
𝐻1 (𝑧)

𝑌 (𝑧) = 𝑋 (𝑧) �𝐻0 (𝑧) +
𝐻1 (𝑧)

1 + 𝐻1 (𝑧) 𝐺 (𝑧)
�

Hence
𝑌 (𝑧)
𝑋 (𝑧)

= 𝐻0 (𝑧) +
𝐻1 (𝑧)

1 + 𝐻1 (𝑧) 𝐺 (𝑧)
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4.10.2 Problem 11.2

868 Linear Feedback Systems Chap. 11 

11.2. Consider the interconnection of discrete-time LTI systems shown in Figure P11.2. 
Express the overall system function for this interconnection in terms of H 1 (s), 
H2(s), G1 (s), and G2(s). 

+ + 
x(t) + H2(s) + H1(s) y(t) 

- -

G1(s) 

G2(s) 

Figure P11.2 

11.3. Consider the continuous-time feedback system depicted in Figure 11.3(a) with 

1 
H(s) = s- 1 and G(s) = s- b. 

For what real values of b is the feedback system stable? 

11.4. A causal LTI system S with input x(t) and output y(t) is represented by the differ
ential equation 

S is to be implemented using the feedback configuration of Figure 11.3(a) with 
H(s) = 1/(s + 1). Determine G(s). 

11.5. Consider the discrete-time feedback system depicted in Figure 11.3(b) with 

1 
H(z) = 1 - .!.z-1 

2 

and G(z) = 1- bz- 1
• 

For what real values of b is the feedback system stable? 

11.6. Consider the discrete-time feedback system depicted in Figure 11.3(b) with 
. -1 

H(z) = 1- z-N and 
z 

G(z) = 1- z-N· 

Is this system IIR or FIR? 

11.7. Suppose the closed-loop poles of a feedback system satisfy 

1 1 
(s + 2)(s + 3) K' 

Use the root-locus method to determine the values of K for which the feedback 
system is guaranteed to be stable. 

Figure 4.86: Problem description

solution

Adding the following notations on the diagram to make it easy to do the computation

Figure 4.87: Annotations added
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Therefore we see that

𝐸 = 𝑋 − 𝐹𝐻1𝐺2 (1)

𝐹 = 𝐸𝐻2 − 𝐹𝐻1𝐺1 (2)

We have 2 equations with 2 unknowns 𝐸, 𝐹. Substituting first equation into the second gives

𝐹 = (𝑋 − 𝐹𝐻1𝐺2) 𝐻2 − 𝐹𝐻1𝐺1

𝐹 = 𝑋𝐻2 − 𝐹𝐻1𝐺2𝐻2 − 𝐹𝐻1𝐺1

𝐹 (1 + 𝐻1𝐺2𝐻2 + 𝐻1𝐺1) = 𝑋𝐻2

𝐹 =
𝑋𝐻2

1 + 𝐻1𝐺2𝐻2 + 𝐻1𝐺1
(3)

But
𝑌 (𝑧) = 𝐹 (𝑧)𝐻1 (𝑧)

Hence using (3) into the above gives

𝑌 (𝑧) =
𝑋𝐻2

1 + 𝐻1𝐺2𝐻2 + 𝐻1𝐺1
𝐻1

𝑌 (𝑧)
𝑋 (𝑧)

=
𝐻2𝐻1

1 + 𝐻1𝐺2𝐻2 + 𝐻1𝐺1

4.10.3 Problem 11.4

868 Linear Feedback Systems Chap. 11 

11.2. Consider the interconnection of discrete-time LTI systems shown in Figure P11.2. 
Express the overall system function for this interconnection in terms of H 1 (s), 
H2(s), G1 (s), and G2(s). 

+ + 
x(t) + H2(s) + H1(s) y(t) 

- -

G1(s) 

G2(s) 

Figure P11.2 

11.3. Consider the continuous-time feedback system depicted in Figure 11.3(a) with 

1 
H(s) = s- 1 and G(s) = s- b. 

For what real values of b is the feedback system stable? 

11.4. A causal LTI system S with input x(t) and output y(t) is represented by the differ
ential equation 

S is to be implemented using the feedback configuration of Figure 11.3(a) with 
H(s) = 1/(s + 1). Determine G(s). 

11.5. Consider the discrete-time feedback system depicted in Figure 11.3(b) with 

1 
H(z) = 1 - .!.z-1 

2 

and G(z) = 1- bz- 1
• 

For what real values of b is the feedback system stable? 

11.6. Consider the discrete-time feedback system depicted in Figure 11.3(b) with 
. -1 

H(z) = 1- z-N and 
z 

G(z) = 1- z-N· 

Is this system IIR or FIR? 

11.7. Suppose the closed-loop poles of a feedback system satisfy 

1 1 
(s + 2)(s + 3) K' 

Use the root-locus method to determine the values of K for which the feedback 
system is guaranteed to be stable. 

Figure 4.88: Problem description

solution

Figure 11.3 a is the following
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Sec. 11.1 Linear Feedback Systems 819 

will topple over. The problem of stabilizing the pendulum is one of designing a feedback 
system that will move the cart to keep the pendulum vertical. This example is examined 
in Problem 11.56. A third example, which again bears some similarity to the balancing of 
a broom, is the problem of controlling the trajectory of a rocket. In this case, much as the 
movement of the hand is used to compensate for disturbances in the position of the broom, 
the direction of the thrust of the rocket is used to correct for changes in aerodynamic forces 
and wind disturbances that would otherwise cause the rocket to deviate from its course. 
Again, feedback is important, because these forces and disturbances are never precisely 
known in advance. 

The preceding examples provide some indication of why feedback may be useful. 
In the next two sections we introduce the basic block diagrams and equations for linear 
feedback systems and discuss in more detail a number of applications of feedback and 
control, both in continuous time and in discrete time. We also point out how feedback can 
have harmful as well as useful effects. These examples of the uses and effects of feedback 
will give us some insight into how changes in the parameters in a feedback control system 
lead to changes in the behavior of the system. Understanding this relationship is essential in 
designing feedback systems that have certain desirable characteristics. With this material 
as background, we will then develop, in the remaining sections of the chapter, several 
specific techniques that are of significant value in the analysis and design of continuous
time and discrete-time feedback systems. 

11. 1 LINEAR FEEDBACK SYSTEMS 

The general configuration of a continuous-time LTI feedback system is shown in Fig
ure 11.3(a) and that of a discrete-time LTI feedback system in Figure 11.3(b ). Because of 

~~ x(t) ----..-~ 
e(t) 

+ 

r(t) 

x[n]~ e[n] 
+ 

r[n] 

H(s) 

G(s) 

(a) 

H(z) 

G(z) 

(b) 

y(t) 

y[n] 

Figure 11.3 Basic feedback system 
configurations in (a) continuous time 
and (b) discrete time. 

Figure 4.89: figure from book 11.3(a)

Taking the Laplace transform of the ODE gives (assuming zero initial conditions)

𝑠2𝑌 (𝑠) + 𝑠𝑌 (𝑠) + 𝑌 (𝑠) = 𝑠𝑋 (𝑥)
𝑌 (𝑠)
𝑋 (𝑠)

=
𝑠

𝑠2 + 𝑠 + 1
(1)

From the diagram, we see that

𝑌 (𝑠) = 𝐸 (𝑠)𝐻 (𝑠) (2)

But 𝐸 (𝑠) = 𝑋 (𝑠) − 𝑅 (𝑠) and 𝑅 (𝑠) = 𝐸 (𝑠)𝐻 (𝑠) 𝐺 (𝑠). Hence

𝐸 (𝑠) = 𝑋 (𝑠) − (𝐸 (𝑠)𝐻 (𝑠) 𝐺 (𝑠))
𝐸 (𝑠) (1 + 𝐻 (𝑠) 𝐺 (𝑠)) = 𝑋 (𝑠)

𝐸 (𝑠) =
𝑋 (𝑠)

1 + 𝐻 (𝑠) 𝐺 (𝑠)

Substituting the above in (2) gives

𝑌 (𝑠) =
𝑋 (𝑠)

1 + 𝐻 (𝑠) 𝐺 (𝑠)
𝐻 (𝑠)

𝑌 (𝑠)
𝑋 (𝑠)

=
𝐻 (𝑠)

1 + 𝐻 (𝑠) 𝐺 (𝑠)
(3)

Comparing (3) and (1) shows that

𝐻 (𝑠)
1 + 𝐻 (𝑠) 𝐺 (𝑠)

=
𝑠

𝑠2 + 𝑠 + 1
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But we are given that 𝐻 (𝑠) = 1
𝑠+1 . Hence the above becomes

1
𝑠+1

1 + 1
𝑠+1𝐺 (𝑠)

=
𝑠

𝑠2 + 𝑠 + 1

Now we solve for 𝐺 (𝑠)

1
𝑠+1

𝑠+1+𝐺(𝑠)
𝑠+1

=
𝑠

𝑠2 + 𝑠 + 1

1
𝑠 + 1 + 𝐺 (𝑠)

=
𝑠

𝑠2 + 𝑠 + 1
𝑠2 + 𝑠 + 𝑠𝐺 (𝑠) = 𝑠2 + 𝑠 + 1

𝑠𝐺 (𝑠) = 𝑠2 + 𝑠 + 1 − 𝑠2 − 𝑠

𝐺 (𝑠) =
1
𝑠

4.10.4 Problem 11.5

868 Linear Feedback Systems Chap. 11 

11.2. Consider the interconnection of discrete-time LTI systems shown in Figure P11.2. 
Express the overall system function for this interconnection in terms of H 1 (s), 
H2(s), G1 (s), and G2(s). 

+ + 
x(t) + H2(s) + H1(s) y(t) 

- -

G1(s) 

G2(s) 

Figure P11.2 

11.3. Consider the continuous-time feedback system depicted in Figure 11.3(a) with 

1 
H(s) = s- 1 and G(s) = s- b. 

For what real values of b is the feedback system stable? 

11.4. A causal LTI system S with input x(t) and output y(t) is represented by the differ
ential equation 

S is to be implemented using the feedback configuration of Figure 11.3(a) with 
H(s) = 1/(s + 1). Determine G(s). 

11.5. Consider the discrete-time feedback system depicted in Figure 11.3(b) with 

1 
H(z) = 1 - .!.z-1 

2 

and G(z) = 1- bz- 1
• 

For what real values of b is the feedback system stable? 

11.6. Consider the discrete-time feedback system depicted in Figure 11.3(b) with 
. -1 

H(z) = 1- z-N and 
z 

G(z) = 1- z-N· 

Is this system IIR or FIR? 

11.7. Suppose the closed-loop poles of a feedback system satisfy 

1 1 
(s + 2)(s + 3) K' 

Use the root-locus method to determine the values of K for which the feedback 
system is guaranteed to be stable. 

Figure 4.90: Problem description

solution

Figure 11.3 b is the following
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Sec. 11.1 Linear Feedback Systems 819 

will topple over. The problem of stabilizing the pendulum is one of designing a feedback 
system that will move the cart to keep the pendulum vertical. This example is examined 
in Problem 11.56. A third example, which again bears some similarity to the balancing of 
a broom, is the problem of controlling the trajectory of a rocket. In this case, much as the 
movement of the hand is used to compensate for disturbances in the position of the broom, 
the direction of the thrust of the rocket is used to correct for changes in aerodynamic forces 
and wind disturbances that would otherwise cause the rocket to deviate from its course. 
Again, feedback is important, because these forces and disturbances are never precisely 
known in advance. 

The preceding examples provide some indication of why feedback may be useful. 
In the next two sections we introduce the basic block diagrams and equations for linear 
feedback systems and discuss in more detail a number of applications of feedback and 
control, both in continuous time and in discrete time. We also point out how feedback can 
have harmful as well as useful effects. These examples of the uses and effects of feedback 
will give us some insight into how changes in the parameters in a feedback control system 
lead to changes in the behavior of the system. Understanding this relationship is essential in 
designing feedback systems that have certain desirable characteristics. With this material 
as background, we will then develop, in the remaining sections of the chapter, several 
specific techniques that are of significant value in the analysis and design of continuous
time and discrete-time feedback systems. 

11. 1 LINEAR FEEDBACK SYSTEMS 

The general configuration of a continuous-time LTI feedback system is shown in Fig
ure 11.3(a) and that of a discrete-time LTI feedback system in Figure 11.3(b ). Because of 

~~ x(t) ----..-~ 
e(t) 

+ 

r(t) 

x[n]~ e[n] 
+ 

r[n] 

H(s) 

G(s) 

(a) 

H(z) 

G(z) 

(b) 

y(t) 

y[n] 

Figure 11.3 Basic feedback system 
configurations in (a) continuous time 
and (b) discrete time. 

Figure 4.91: figure from book 11.3(b)

From the diagram 𝑌 (𝑧) = 𝐸 (𝑧)𝐻 (𝑧) but 𝐸 (𝑧) = 𝑋 (𝑧) − 𝑅 (𝑧) and 𝑅 (𝑧) = 𝐸 (𝑧)𝐻 (𝑧)𝐺 (𝑧), hence

𝐸 (𝑧) = 𝑋 (𝑧) − 𝐸 (𝑧)𝐻 (𝑧)𝐺 (𝑧)
𝐸 (𝑧) (1 + 𝐻 (𝑧)𝐺 (𝑧)) = 𝑋 (𝑧)

𝐸 (𝑧) =
𝑋 (𝑧)

(1 + 𝐻 (𝑧)𝐺 (𝑧))

Therefore

𝑌 (𝑧) = 𝐸 (𝑧)𝐻 (𝑧)

=
𝑋 (𝑧)

(1 + 𝐻 (𝑧)𝐺 (𝑧))
𝐻 (𝑧)

𝑌 (𝑧)
𝑋 (𝑧)

=
𝐻 (𝑧)

1 + 𝐻 (𝑧)𝐺 (𝑧)
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But 𝐻 (𝑧) = 1

1− 1
2 𝑧

−1
and 𝐺 (𝑧) = 1 − 𝑏𝑧−1. Hence the above becomes

𝑌 (𝑧)
𝑋 (𝑧)

=

1

1− 1
2 𝑧

−1

1 + 1

1− 1
2 𝑧

−1
�1 − 𝑏𝑧−1�

=
1

1 − 1
2𝑧

−1 + 1 − 𝑏𝑧−1

=
1

2 − 1
2𝑧

−1 − 𝑏𝑧−1

=
1

2 − �12 + 𝑏� 𝑧
−1

=
1
2

1

1 − �14 +
𝑏
2
� 𝑧−1

The pole is �14 +
𝑏
2
� 𝑧−1 = 1 or 𝑧 = 1

4 +
𝑏
2 . For causal system the pole should be inside the unit

circle for stable system (so that it has a DFT). Therefore

�
1
4
+
𝑏
2
� < 1

−1 <
1
4
+
𝑏
2
< 1

−1 −
1
4
<
𝑏
2
< 1 −

1
4

−
5
4
<
𝑏
2
<
3
4

−
10
4
< 𝑏 <

6
4

−
5
2
< 𝑏 <

3
2
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4.10.5 key solution

253



4.10. HW 10 CHAPTER 4. HWS

254



4.10. HW 10 CHAPTER 4. HWS

255



4.10. HW 10 CHAPTER 4. HWS

256



Chapter 5

study notes, cheat sheet

Local contents
5.1 Transform tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259
5.2 cheat sheet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 277
5.3 Study notes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 282

257



CHAPTER 5. STUDY NOTES, CHEAT . . .

258



5.1. Transform tables CHAPTER 5. STUDY NOTES, CHEAT . . .

5.1 Transform tables

5.1.1 Fourier table

Signals & Systems - Reference Tables 1

Table of Fourier Transform Pairs

Function, f(t) Fourier Transform, F(�)

Definition of Inverse Fourier Transform

�
�

��

� ��

�

� deFtf tj)(
2
1)(

Definition of  Fourier Transform

�
�

��

�

� dtetfF tj�
� )()(

)( 0ttf � 0)( tjeF �

�
�

tjetf 0)( � )( 0�� �F

)( tf �
)(1

�

�

�

F

)(tF )(2 �� �f

n

n

dt
tfd )( )()( �� Fj n

)()( tfjt n�

n

n

d
Fd
�

�)(

�
��

t

df �� )( )()0()(
���

�

� F
j
F

�

)(t� 1

tje 0� )(2 0���� �

(t)sgn
�j
2
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Fourier Transform Table
UBC M267 Resources for 2005

F (t) F̂ (ω) Notes (0)

f(t)
∫ ∞
−∞

f(t)e−iωt dt Definition. (1)

1
2π

∫ ∞
−∞

f̂(ω)eiωt dω f̂(ω) Inversion formula. (2)

f̂(−t) 2πf(ω) Duality property. (3)

e−atu(t)
1

a+ iω
a constant, <e(a) > 0 (4)

e−a|t|
2a

a2 + ω2
a constant, <e(a) > 0 (5)

β(t) =
{

1, if |t| < 1,
0, if |t| > 1 2 sinc(ω) = 2

sin(ω)
ω

Boxcar in time. (6)

1
π

sinc(t) β(ω) Boxcar in frequency. (7)

f ′(t) iωf̂(ω) Derivative in time. (8)

f ′′(t) (iω)2f̂(ω) Higher derivatives similar. (9)

tf(t) i
d

dω
f̂(ω) Derivative in frequency. (10)

t2f(t) i2
d2

dω2
f̂(ω) Higher derivatives similar. (11)

eiω0tf(t) f̂(ω − ω0) Modulation property. (12)

f

(
t− t0
k

)
ke−iωt0 f̂(kω) Time shift and squeeze. (13)

(f ∗ g)(t) f̂(ω)ĝ(ω) Convolution in time. (14)

u(t) =
{

0, if t < 0
1, if t > 0

1
iω

+ πδ(ω) Heaviside step function. (15)

δ(t − t0)f(t) e−iωt0f(t0) Assumes f continuous at t0. (16)

eiω0t 2πδ(ω − ω0) Useful for sin(ω0t), cos(ω0t). (17)

Convolution: (f ∗ g)(t) =
∫ ∞
−∞

f(t− u)g(u) du =
∫ ∞
−∞

f(u)g(t− u) du.

Parseval:
∫ ∞
−∞
|f(t)|2 dt =

1
2π

∫ ∞
−∞

∣∣∣f̂(ω)
∣∣∣2 dω.
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Signals & Systems - Reference Tables 2

t
j
�

1 )sgn(�

)(tu
�

���
j
1)( �

�
�

���n

tjn
neF 0�

�
�

���

�

n
n nF )(2 0����

)(
�

trect )
2

(���Sa

)
2

(
2

BtSaB
�

)(
B

rect �

)(ttri
)

2
(2 �Sa

)
2

()
2

cos(
��

� trecttA
22)2(

)cos(
�

�

�

��

�

�

�

A

)cos( 0t� � �)()( 00 ������� ���

)sin( 0t�

� �)()( 00 ������
�

���

j

)cos()( 0ttu �

� �
22

0
00 )()(

2 ��

�
������

�

�

����
j

)sin()( 0ttu �

� �
22

0

2

00 )()(
2 ��

�
������

�

�

����

j

)cos()( 0tetu t
�

��

22
0 )(

)(
���
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j
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�
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Signals & Systems - Reference Tables 3

)sin()( 0tetu t
�

��

22
0

0

)( ���

�

j��

te ��

22
2
��

�

�

)2/( 22
�te� 2/22

 2 ��

��
�e

tetu ��)(
�� j�

1

ttetu ��)(
2)(

1
�� j�

� Trigonometric Fourier Series

� ��
�

�

���

1
000 )sin()cos()(

n
nn ntbntaatf ��

where

�

��

�

��

T

n

TT
n

dtnttf
T

b

dtnttf
T

adttf
T

a

0
0

0
000

)sin()(2

  and,   )cos()(2   ,   )(1

�

�

� Complex Exponential Fourier Series

�� �

�

���

��

T
ntj

n
n

ntj
n dtetf

T
FeFtf

0

0)(1       where,   )( ��
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Signals & Systems - Reference Tables 4

Some Useful Mathematical Relationships

2
)cos(

jxjx eex
�

�
�

j
eex

jxjx

2
)sin(

��
�

)sin()sin()cos()cos()cos( yxyxyx ���

)sin()cos()cos()sin()sin( yxyxyx ���

)(sin)(cos)2cos( 22 xxx ��

)cos()sin(2)2sin( xxx �

)2cos(1)(cos2 2 xx ��

)2cos(1)(sin2 2 xx ��

1)(sin)(cos 22
�� xx

)cos()cos()cos()cos(2 yxyxyx ����

)cos()cos()sin()sin(2 yxyxyx ����

)sin()sin()cos()sin(2 yxyxyx ����
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Signals & Systems - Reference Tables 5

Useful Integrals

� dxx)cos( )sin(x

� dxx)sin( )cos(x�

� dxxx )cos( )sin()cos( xxx �

� dxxx )sin( )cos()sin( xxx �

� dxxx )cos(2 )sin()2()cos(2 2 xxxx ��

� dxxx )sin(2 )cos()2()sin(2 2 xxxx ��

� dxe x�

a
e x�

� dxxe x�

��

�
��

	
� 2

1
aa

xe x�

� dxex x�2

�
�

�
�
�

	
�� 32

2 22
aa

x
a
xe x�

�
� x
dx
��

x��
�

�ln1

�
�

222 x
dx
��

)(tan1 1

�

�

��

x
�
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Your continued donations  keep Wikibooks running!     

Engineering Tables/Fourier Transform Table 2 
From Wikibooks, the open-content textbooks collection 

< Engineering Tables 
Jump to: navigation, search 

 

 Signal Fourier transform 
unitary, angular frequency 

Fourier transform 
unitary, ordinary frequency Remarks 

 

 
 

 

 
 

 

 
 

 

 

10  
  

The rectangular pulse and the normalized sinc function 

11  
  

Dual of rule 10. The rectangular function is an idealized 
low-pass filter, and the sinc function is the non-causal 
impulse response of such a filter. 

12  
  

tri is the triangular function 

13  
  

Dual of rule 12. 

14  
  

Shows that the Gaussian function exp( -  at2) is its own 
Fourier transform. For this to be integrable we must have 
Re(a) > 0. 
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common in optics 

  
  

 

  
  

 

  
  

a>0 

 

   

the transform is the function itself 

  
  

J0(t) is the Bessel function of first kind of order 0, rect is 
the rectangular function 

  
  

it's the generalization of the previous transform; Tn (t) is the 
Chebyshev polynomial of the first kind. 

 
 

 

   

 

   

Un (t) is the Chebyshev polynomial of the second kind 

Retrieved from "http://en.wikibooks.org/wiki/Engineering_Tables/Fourier_Transform_Table_2" 

Category: Engineering Tables 

Views 
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5.1.2 Properties tables, Feb 27, 2020

Table 1: Properties of the Continuous-Time Fourier Series

x(t) =
+∞∑

k=−∞
ake

jkω0t =
+∞∑

k=−∞
ake

jk(2π/T )t

ak =
1

T

∫
T

x(t)e−jkω0tdt =
1

T

∫
T

x(t)e−jk(2π/T )tdt

Property Periodic Signal Fourier Series Coefficients

x(t)
y(t)

}
Periodic with period T and
fundamental frequency ω0 = 2π/T

ak

bk

Linearity Ax(t) + By(t) Aak + Bbk

Time-Shifting x(t − t0) ake
−jkω0t0 = ake

−jk(2π/T )t0

Frequency-Shifting ejMω0t = ejM(2π/T )tx(t) ak−M

Conjugation x∗(t) a∗
−k

Time Reversal x(−t) a−k

Time Scaling x(αt), α > 0 (periodic with period T/α) ak

Periodic Convolution
∫

T

x(τ)y(t − τ)dτ Takbk

Multiplication x(t)y(t)

+∞∑
l=−∞

albk−l

Differentiation
dx(t)

dt
jkω0ak = jk

2π

T
ak

Integration
∫ t

−∞
x(t)dt

(finite-valued and
periodic only if a0 = 0)

(
1

jkω0

)
ak =

(
1

jk(2π/T )

)
ak

Conjugate Symmetry
for Real Signals

x(t) real

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ak = a∗
−k

�e{ak} = �e{a−k}
�m{ak} = −�m{a−k}
|ak| = |a−k|
<) ak = −<) a−k

Real and Even Sig-
nals

x(t) real and even ak real and even

Real and Odd Signals x(t) real and odd ak purely imaginary and odd

Even-Odd Decompo-
sition of Real Signals

{
xe(t) = Ev{x(t)} [x(t) real]
xo(t) = Od{x(t)} [x(t) real]

�e{ak}
j�m{ak}

Parseval’s Relation for Periodic Signals

1

T

∫
T

|x(t)|2dt =

+∞∑
k=−∞

|ak|2
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Table 2: Properties of the Discrete-Time Fourier Series

x[n] =
∑

k=<N>

ake
jkω0n =

∑
k=<N>

ake
jk(2π/N)n

ak =
1

N

∑
n=<N>

x[n]e−jkω0n =
1

N

∑
n=<N>

x[n]e−jk(2π/N)n

Property Periodic signal Fourier series coefficients

x[n]
y[n]

}
Periodic with period N and fun-
damental frequency ω0 = 2π/N

ak

bk

}
Periodic with
period N

Linearity Ax[n] + By[n] Aak + Bbk

Time shift x[n − n0] ake
−jk(2π/N)n0

Frequency Shift ejM(2π/N)nx[n] ak−M

Conjugation x∗[n] a∗
−k

Time Reversal x[−n] a−k

Time Scaling x(m)[n] =

{
x[n/m] if n is a multiple of m
0 if n is not a multiple of m

1

m
ak

(viewed as
periodic with
period mN

)
(periodic with period mN)

Periodic Convolution
∑

r=〈N〉
x[r]y[n − r] Nakbk

Multiplication x[n]y[n]
∑

l=〈N〉
albk−l

First Difference x[n] − x[n − 1] (1 − e−jk(2π/N))ak

Running Sum
n∑

k=−∞
x[k]

(finite-valued and
periodic only if a0 = 0

) (
1

(1 − e−jk(2π/N))

)
ak

Conjugate Symmetry
for Real Signals

x[n] real

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ak = a∗
−k

�e{ak} = �e{a−k}
�m{ak} = −�m{a−k}
|ak| = |a−k|
<) ak = −<) a−k

Real and Even Signals x[n] real and even ak real and even

Real and Odd Signals x[n] real and odd ak purely imaginary and odd

Even-Odd Decomposi-
tion of Real Signals

xe[n] = Ev{x[n]} [x[n] real]
xo[n] = Od{x[n]} [x[n] real]

�e{ak}
j�m{ak}

Parseval’s Relation for Periodic Signals
1

N

∑
n=〈N〉

|x[n]|2 =
∑

k=〈N〉
|ak|2
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Table 3: Properties of the Continuous-Time Fourier Transform

x(t) =
1

2π

∫ ∞

−∞
X(jω)ejωtdω

X(jω) =

∫ ∞

−∞
x(t)e−jωtdt

Property Aperiodic Signal Fourier transform

x(t) X(jω)
y(t) Y (jω)

Linearity ax(t) + by(t) aX(jω) + bY (jω)
Time-shifting x(t − t0) e−jωt0X(jω)
Frequency-shifting ejω0tx(t) X(j(ω − ω0))
Conjugation x∗(t) X∗(−jω)
Time-Reversal x(−t) X(−jω)

Time- and Frequency-Scaling x(at)
1

|a|X
(

jω

a

)
Convolution x(t) ∗ y(t) X(jω)Y (jω)

Multiplication x(t)y(t)
1

2π
X(jω) ∗ Y (jω)

Differentiation in Time
d

dt
x(t) jωX(jω)

Integration

∫ t

−∞
x(t)dt

1

jω
X(jω) + πX(0)δ(ω)

Differentiation in Frequency tx(t) j
d

dω
X(jω)

Conjugate Symmetry for Real
Signals

x(t) real

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

X(jω) = X∗(−jω)
�e{X(jω)} = �e{X(−jω)}
�m{X(jω)} = −�m{X(−jω)}
|X(jω)| = |X(−jω)|
<)X(jω) = −<) X(−jω)

Symmetry for Real and Even
Signals

x(t) real and even X(jω) real and even

Symmetry for Real and Odd
Signals

x(t) real and odd X(jω) purely imaginary and odd

Even-Odd Decomposition for
Real Signals

xe(t) = Ev{x(t)} [x(t) real]
xo(t) = Od{x(t)} [x(t) real]

�e{X(jω)}
j�m{X(jω)}

Parseval’s Relation for Aperiodic Signals∫ +∞

−∞
|x(t)|2dt =

1

2π

∫ +∞

−∞
|X(jω)|2dω
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Table 4: Basic Continuous-Time Fourier Transform Pairs

Fourier series coefficients
Signal Fourier transform (if periodic)

+∞∑
k=−∞

ake
jkω0t 2π

+∞∑
k=−∞

akδ(ω − kω0) ak

ejω0t 2πδ(ω − ω0)
a1 = 1
ak = 0, otherwise

cos ω0t π[δ(ω − ω0) + δ(ω + ω0)]
a1 = a−1 = 1

2
ak = 0, otherwise

sin ω0t
π

j
[δ(ω − ω0) − δ(ω + ω0)]

a1 = −a−1 = 1
2j

ak = 0, otherwise

x(t) = 1 2πδ(ω)

a0 = 1, ak = 0, k �= 0(this is the Fourier series rep-
resentation for any choice of
T > 0

)
Periodic square wave

x(t) =
{

1, |t| < T1

0, T1 < |t| ≤ T
2

and
x(t + T ) = x(t)

+∞∑
k=−∞

2 sin kω0T1

k
δ(ω − kω0)

ω0T1

π
sinc

(
kω0T1

π

)
=

sin kω0T1

kπ

+∞∑
n=−∞

δ(t − nT )
2π
T

+∞∑
k=−∞

δ

(
ω − 2πk

T

)
ak =

1
T

for all k

x(t)
{

1, |t| < T1

0, |t| > T1

2 sin ωT1

ω
—

sin Wt

πt
X(jω) =

{
1, |ω| < W
0, |ω| > W

—

δ(t) 1 —

u(t)
1
jω

+ πδ(ω) —

δ(t − t0) e−jωt0 —

e−atu(t),�e{a} > 0
1

a + jω
—

te−atu(t),�e{a} > 0
1

(a + jω)2
—

tn−1

(n−1)!e
−atu(t),

�e{a} > 0
1

(a + jω)n
—
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Table 5: Properties of the Discrete-Time Fourier Transform

x[n] =
1

2π

∫
2π

X(ejω)ejωndω

X(ejω) =

+∞∑
n=−∞

x[n]e−jωn

Property Aperiodic Signal Fourier transform

x[n]
y[n]

X(ejω)
Y (ejω)

}
Periodic with
period 2π

Linearity ax[n] + by[n] aX(ejω) + bY (ejω)
Time-Shifting x[n − n0] e−jωn0X(ejω)

Frequency-Shifting ejω0nx[n] X(ej(ω−ω0))
Conjugation x∗[n] X∗(e−jω)
Time Reversal x[−n] X(e−jω)

Time Expansions x(k)[n] =

{
x[n/k], if n = multiple of k
0, if n �= multiple of k

X(ejkω)

Convolution x[n] ∗ y[n] X(ejω)Y (ejω)

Multiplication x[n]y[n]
1

2π

∫
2π

X(ejθ)Y (ej(ω−θ))dθ

Differencing in Time x[n] − x[n − 1] (1 − e−jω)X(ejω)

Accumulation
n∑

k=−∞
x[k]

1

1 − e−jω
X(ejω)

+πX(ej0)
+∞∑

k=−∞
δ(ω − 2πk)

Differentiation in Frequency nx[n] j
dX(ejω)

dω

Conjugate Symmetry for
Real Signals

x[n] real

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

X(ejω) = X∗(e−jω)
�e{X(ejω)} = �e{X(e−jω)}
�m{X(ejω)} = −�m{X(e−jω)}
|X(ejω)| = |X(e−jω)|
<)X(ejω) = −<) X(e−jω)

Symmetry for Real, Even
Signals

x[n] real and even X(ejω) real and even

Symmetry for Real, Odd
Signals

x[n] real and odd
X(ejω) purely
imaginary and odd

Even-odd Decomposition of
Real Signals

xe[n] = Ev{x[n]} [x[n] real]
xo[n] = Od{x[n]} [x[n] real]

�e{X(ejω)}
j�m{X(ejω)}

Parseval’s Relation for Aperiodic Signals
+∞∑

n=−∞
|x[n]|2 =

1

2π

∫
2π

|X(ejω)|2dω
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Table 6: Basic Discrete-Time Fourier Transform Pairs

Fourier series coefficients
Signal Fourier transform (if periodic)

∑
k=〈N〉

akejk(2π/N)n 2π

+∞∑
k=−∞

akδ

(
ω − 2πk

N

)
ak

ejω0n 2π

+∞∑
l=−∞

δ(ω − ω0 − 2πl)

(a) ω0 = 2πm
N

ak =
{

1, k = m, m ± N, m ± 2N, . . .
0, otherwise

(b) ω0
2π irrational ⇒ The signal is aperiodic

cos ω0n π

+∞∑
l=−∞

{δ(ω − ω0 − 2πl) + δ(ω + ω0 − 2πl)}
(a) ω0 = 2πm

N

ak =
{

1
2 , k = ±m,±m± N,±m ± 2N, . . .
0, otherwise

(b) ω0
2π irrational ⇒ The signal is aperiodic

sin ω0n
π

j

+∞∑
l=−∞

{δ(ω − ω0 − 2πl) − δ(ω + ω0 − 2πl)}

(a) ω0 = 2πr
N

ak =

⎧⎨
⎩

1
2j , k = r, r ± N, r ± 2N, . . .

− 1
2j , k = −r,−r ± N,−r ± 2N, . . .

0, otherwise
(b) ω0

2π irrational ⇒ The signal is aperiodic

x[n] = 1 2π

+∞∑
l=−∞

δ(ω − 2πl) ak =
{

1, k = 0,±N,±2N, . . .
0, otherwise

Periodic square wave

x[n] =
{

1, |n| ≤ N1

0, N1 < |n| ≤ N/2
and
x[n + N ] = x[n]

2π
+∞∑

k=−∞
akδ

(
ω − 2πk

N

)
ak = sin[(2πk/N)(N1+ 1

2 )]

N sin[2πk/2N ] , k �= 0,±N,±2N, . . .

ak = 2N1+1
N , k = 0,±N,±2N, . . .

+∞∑
k=−∞

δ[n − kN ]
2π

N

+∞∑
k=−∞

δ

(
ω − 2πk

N

)
ak =

1

N
for all k

anu[n], |a| < 1
1

1 − ae−jω
—

x[n]
{

1, |n| ≤ N1

0, |n| > N1

sin[ω(N1 + 1
2 )]

sin(ω/2)
—

sin Wn
πn = W

π sinc
(

Wn
π

)
0 < W < π

X(ω) =
{

1, 0 ≤ |ω| ≤ W
0, W < |ω| ≤ π

X(ω)periodic with period 2π
—

δ[n] 1 —

u[n]
1

1 − e−jω
+

+∞∑
k=−∞

πδ(ω − 2πk) —

δ[n − n0] e−jωn0 —

(n + 1)anu[n], |a| < 1
1

(1 − ae−jω)2
—

(n + r − 1)!
n!(r − 1)!

anu[n], |a| < 1
1

(1 − ae−jω)r
—
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Table 7: Properties of the Laplace Transform

Property Signal Transform ROC

x(t) X(s) R

x1(t) X1(s) R1

x2(t) X2(s) R2

Linearity ax1(t) + bx2(t) aX1(s) + bX2(s) At least R1 ∩ R2

Time shifting x(t − t0) e−st0X(s) R

Shifting in the s-Domain es0tx(t) X(s − s0) Shifted version of R [i.e., s is
in the ROC if (s − s0) is in
R]

Time scaling x(at)
1

|a|X
(s

a

)
“Scaled” ROC (i.e., s is in
the ROC if (s/a) is in R)

Conjugation x∗(t) X∗(s∗) R

Convolution x1(t) ∗ x2(t) X1(s)X2(s) At least R1 ∩ R2

Differentiation in the Time Domain
d

dt
x(t) sX(s) At least R

Differentiation in the s-Domain −tx(t)
d

ds
X(s) R

Integration in the Time Domain

∫ t

−∞
x(τ)d(τ)

1

s
X(s) At least R ∩ {�e{s} > 0}

Initial- and Final Value Theorems

If x(t) = 0 for t < 0 and x(t) contains no impulses or higher-order singularities at t = 0, then

x(0+) = lims→∞ sX(s)

If x(t) = 0 for t < 0 and x(t) has a finite limit as t → ∞, then

limt→∞ x(t) = lims→0 sX(s)
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Table 8: Laplace Transforms of Elementary Functions

Signal Transform ROC

1. δ(t) 1 All s

2. u(t)
1

s
�e{s} > 0

3. −u(−t)
1

s
�e{s} < 0

4.
tn−1

(n − 1)!
u(t)

1

sn
�e{s} > 0

5. − tn−1

(n − 1)!
u(−t)

1

sn
�e{s} < 0

6. e−αtu(t)
1

s + α
�e{s} > −�e{α}

7. −e−αtu(−t)
1

s + α
�e{s} < −�e{α}

8.
tn−1

(n − 1)!
e−αtu(t)

1

(s + α)n
�e{s} > −�e{α}

9. − tn−1

(n − 1)!
e−αtu(−t)

1

(s + α)n
�e{s} < −�e{α}

10. δ(t − T ) e−sT All s

11. [cos ω0t]u(t)
s

s2 + ω2
0

�e{s} > 0

12. [sin ω0t]u(t)
ω0

s2 + ω2
0

�e{s} > 0

13. [e−αt cos ω0t]u(t)
s + α

(s + α)2 + ω2
0

�e{s} > −�e{α}

14. [e−αt sin ω0t]u(t)
ω0

(s + α)2 + ω2
0

�e{s} > −�e{α}

15. un(t) =
dnδ(t)

dtn
sn All s

16. u−n(t) = u(t) ∗ · · · ∗ u(t)︸ ︷︷ ︸
n times

1

sn
�e{s} > 0
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Table 9: Properties of the z-Transform

Property Sequence Transform ROC

x[n] X(z) R
x1[n] X1(z) R1

x2[n] X2(z) R2

Linearity ax1[n] + bx2[n] aX1(z) + bX2(z) At least the intersection
of R1 and R2

Time shifting x[n − n0] z−n0X(z) R except for the
possible addition or
deletion of the origin

Scaling in the ejω0nx[n] X(e−jω0z) R

z-Domain zn
0 x[n] X

(
z
z0

)
z0R

anx[n] X(a−1z) Scaled version of R
(i.e., |a|R = the
set of points {|a|z}
for z in R)

Time reversal x[−n] X(z−1) Inverted R (i.e., R−1

= the set of points
z−1 where z is in R)

Time expansion x(k)[n] =

{
x[r], n = rk
0, n �= rk

X(zk) R1/k

for some integer r (i.e., the set of points z1/k

where z is in R)

Conjugation x∗[n] X∗(z∗) R

Convolution x1[n] ∗ x2[n] X1(z)X2(z) At least the intersection
of R1 and R2

First difference x[n] − x[n − 1] (1 − z−1)X(z) At least the
intersection of R and |z| > 0

Accumulation
∑n

k=−∞ x[k] 1
1−z−1 X(z) At least the

intersection of R and |z| > 1

Differentiation nx[n] −z dX(z)
dz

R
in the z-Domain

Initial Value Theorem
If x[n] = 0 for n < 0, then

x[0] = limz→∞ X(z) 275
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Table 10: Some Common z-Transform Pairs

Signal Transform ROC

1. δ[n] 1 All z

2. u[n] 1
1−z−1 |z| > 1

3. u[−n − 1] 1
1−z−1 |z| < 1

4. δ[n − m] z−m All z except
0 (if m > 0) or
∞ (if m < 0)

5. αnu[n] 1
1−αz−1 |z| > |α|

6. −αnu[−n − 1] 1
1−αz−1 |z| < |α|

7. nαnu[n] αz−1

(1−αz−1)2
|z| > |α|

8. −nαnu[−n − 1] αz−1

(1−αz−1)2
|z| < |α|

9. [cos ω0n]u[n] 1−[cos ω0]z−1

1−[2 cos ω0]z−1+z−2 |z| > 1

10. [sin ω0n]u[n] [sinω0]z−1

1−[2 cos ω0]z−1+z−2 |z| > 1

11. [rn cos ω0n]u[n] 1−[r cos ω0]z−1

1−[2r cos ω0]z−1+r2z−2 |z| > r

12. [rn sin ω0n]u[n] [r sin ω0]z−1

1−[2r cos ω0]z−1+r2z−2 |z| > r
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5.2 cheat sheet

� Fourier series. Periodic signals, Continuous time

Let 𝜔0 =
2𝜋
𝑇0

be the fundamental frequency (rad/sec), and 𝑇0 the fundamental period, then

𝑥 (𝑡) =
∞
�
𝑘=−∞

𝑎𝑘𝑒𝑗𝑘𝜔0𝑡

𝑎𝑘 =
1
𝑇0
�
𝑇0
𝑥 (𝑡) 𝑒−𝑗𝑘𝜔0𝑡𝑑𝑡

� Fourier series. Periodic signals, Discrete time

Let Ω0 =
2𝜋
𝑁 be the fundamental frequency (rad/sample), and 𝑁 the fundamental period,

then

𝑥 [𝑛] =
𝑁−1
�
𝑘=0

𝑎𝑘𝑒𝑗𝑘Ω0𝑛 = �
𝑘=⟨𝑁⟩

𝑎𝑘𝑒𝑗𝑘Ω0𝑛

𝑎𝑘 =
1
𝑁

𝑁−1
�
𝑛=0

𝑥 [𝑛] 𝑒−𝑗𝑘Ω0𝑛 =
1
𝑁

�
𝑛=⟨𝑁⟩

𝑥 [𝑛] 𝑒−𝑗𝑘Ω0𝑛

� Fourier transform. Non periodic signal, Continuous time.

𝑥 (𝑡) =
1
2𝜋 �

∞

−∞
𝑋 (𝜔) 𝑒𝑖𝜔𝑡𝑑𝜔

𝑋 (𝜔) = �
∞

−∞
𝑥 (𝑡) 𝑒−𝑖𝜔𝑡𝑑𝑡

It is also possible to obtain a Fourier transform for periodic signal. For 𝑥 (𝑡) = ∑∞
𝑘=−∞ 𝑎𝑘𝑒

𝑖𝑘𝜔0𝑡

its Fourier transform becomes (𝜔0 =
2𝜋
𝑇0
)

𝑋 (𝜔) = 2𝜋
∞
�
𝑘=−∞

𝑎𝑘𝛿 (𝜔 − 𝑘𝜔0)

� Fourier transform. Non periodic signal, Discrete time.

𝑥 [𝑛] =
1
2𝜋 �

𝜋

−𝜋
𝑋 (Ω) 𝑒𝑗Ω𝑛𝑑Ω

𝑋 (Ω) =
∞
�
𝑛=−∞

𝑥 [𝑛] 𝑒−𝑗Ω𝑛

It is also possible to obtain a Fourier transform for periodic discrete signal, where Ω0 =
2𝜋
𝑁

𝑋 (Ω) = 2𝜋
∞
�
𝑘=−∞

𝑎𝑘𝛿 (Ω − 𝑘Ω0)
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� When input to LTI system is 𝑥 (𝑡) = 𝑒𝑗𝜔𝑡 and system has impulse response ℎ (𝑡) then output
is

𝑦 (𝑡) = �
∞

−∞
ℎ (𝜏) 𝑥 (𝑡 − 𝜏) 𝑑𝜏

= �
∞

−∞
ℎ (𝜏) 𝑒𝑗𝜔(𝑡−𝜏)𝑑𝜏

= 𝑒𝑗𝜔𝑡�
∞

−∞
ℎ (𝜏) 𝑒−𝑗𝜔𝜏𝑑𝜏

= 𝑒𝑗𝜔𝑡𝐻 (𝜔)

Where 𝐻 (𝜔) is the Fourier transform of ℎ (𝑡). In the above 𝑒𝑗𝜔𝑡 is called eigenfucntions of the
system and 𝐻 (𝜔) the eigenvalues.

� If input 𝑥 (𝑡) = 𝑎 cos (5𝜔0𝑡 + 𝜃) and 𝐻 (𝜔) is the Fourier transform of the system, then

𝑦 (𝑡) = 𝑎 �𝐻 (5𝜔0)� cos (5𝜔0𝑡 + 𝜃 + arg𝐻 (5𝜔0))

Same for discrete time.

�Modulation. 𝑦 (𝑡) = 𝑥 (𝑡) ℎ (𝑡) in CTFT becomes 𝑌 (𝜔) = 1
2𝜋𝑋 (𝜔)⊛𝐻 (𝜔) where 𝑋 (𝜔)⊛𝐻 (𝜔) =

∫∞

−∞
𝑋 (𝑧)𝐻 (𝜔 − 𝑧) 𝑑𝑧. Notice the extra 1

2𝜋 factor.

� To find discrete period given a signal, write 𝑥 [𝑛] = 𝑥 [𝑛 + 𝑁] and then solve for 𝑁. See
HW’s.

� ∑∞
𝑛=0 𝑎

𝑛 = 1
1−𝑎 and ∑

∞
𝑛=𝑁 𝑎

𝑛 = 𝑎𝑁

1−𝑎 and ∑
𝑁
𝑛=0 𝑎

𝑛 = 𝑎1+𝑁−1
𝑎−1 , and ∑𝑁2

𝑛=𝑁1
𝑎𝑛 = 𝑎𝑁1−𝑎𝑁2+1

1−𝑎

� Fourier transform relations. 𝑦 (𝑡)⟺ 𝑌(𝜔) then 𝑦 (𝑎𝑡)⟺ 1
𝑎𝑌 �

𝜔
𝑎
�

� Euler relations. cos 𝑥 = 𝑒𝑗𝑥+𝑒−𝑗𝑥

2 , sin 𝑥 = 𝑒𝑗𝑥−𝑒−𝑗𝑥

2𝑗

� Circuit. Voltage cross resistor 𝑅 is 𝑉 (𝑡) = 𝑅𝑖 (𝑡). Voltage cross inductor 𝐿 is 𝑉 (𝑡) = 𝐿 𝑑𝑖
𝑑𝑡 and

current across capacitor 𝐶 is 𝑖 (𝑡) = 𝐶𝑑𝑉
𝑑𝑡

� Partial fractions.
𝑓(𝑥)

(𝑥−𝑎)(𝑥−𝑏)
𝐴
𝑥−𝑎 +

𝐵
𝑥−𝑏

𝑓(𝑥)

(𝑥−𝑎)2
𝐴
𝑥−𝑎 +

𝐵
(𝑥−𝑎)2

𝑓(𝑥)
(𝑥−𝑎)�𝑥2+𝑏𝑥+𝑐�

𝐴
𝑥−𝑎 +

𝐵𝑥+𝐶
𝑥2+𝑏𝑥+𝑐

𝑓(𝑥)

(𝑥−𝑎)(𝑥+𝑑)2
𝐴
𝑥−𝑎 +

𝐵
𝑥+𝑑 +

𝐶
(𝑥+𝑑)2

𝑓(𝑥)

(𝑥+𝑑)2
𝐴
𝑥+𝑑 +

𝐵
(𝑥+𝑑)2

𝑓(𝑥)
(𝑥−𝑎)�𝑥2−𝑏2�

𝐴
𝑥+𝑑 +

𝐵𝑥+𝐶
𝑥2−𝑏2

𝑓(𝑥)
�𝑥2−𝑎��𝑥2−𝑏�

𝐴𝑥+𝐵
𝑥2−𝑎 +

𝐶𝑥+𝐷
𝑥2−𝑏

𝑓(𝑥)

�𝑥2−𝑎�
2

𝐴𝑥+𝐵
𝑥2−𝑎 +

𝐶𝑥+𝐷

�𝑥2−𝑎�
2
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� Parsevel’s. For non-periodic cont. time: ∫
∞

−∞
|𝑥 (𝑡)|2 𝑑𝑡 = 1

2𝜋
∫∞

−∞
|𝑋 (𝜔)|2 𝑑𝜔. For periodic cont.

time : 1
𝑇
∫
𝑇
|𝑥 (𝑡)|2 𝑑𝑡 = ∑∞

𝑘=−∞ |𝑎𝑘|
2. For discrete: 1

2𝜋
∫∞

−∞
|𝑋 (Ω)|2 𝑑Ω = ∑∞

𝑛=−∞ |𝑥 [𝑛]|
2.

� Properties Fourier series. If 𝑎𝑘 = 𝑎∗−𝑘 then 𝑥 (𝑡) is real. If 𝑎𝑘 is even, then 𝑥 (𝑡) is even. For
𝑥 (𝑡) real and odd, then 𝑎𝑘 are pure imaginary and odd. i.e. 𝑎𝑘 = −𝑎−𝑘 , and 𝑎0 = 0.

� More Fourier transform relations. Continuos time

𝑒−𝑎|𝑡| 2𝑎
𝑎2+𝜔2

𝑥 (𝑡) 𝑒−𝑗𝜔0𝑡 𝑋 (𝜔 + 𝜔0)
𝑥 (𝑡) 𝑒𝑗𝜔0𝑡 𝑋 (𝜔 − 𝜔0)
sin(𝑎𝜔)

𝜔 Box from 𝑡 = −𝑎⋯𝑎

Discrete time

𝑢 [𝑛] 1
1−𝑒−𝑗Ω

𝑢 [𝑛 − 1] 𝑒−𝑗Ω𝑈 (Ω) = 𝑒−𝑗Ω 1
1−𝑒−𝑗Ω

𝑎𝑛𝑢 [𝑛] 1
1−𝑎𝑒−𝑗Ω

𝑒𝑗Ω0𝑛𝑥 [𝑛] 𝑋 (Ω − Ω0)

From above we see that unit delay in discrete time means multiplying by 𝑒−𝑗Ω.

� Di�erence equations. 𝑦 [𝑛 − 1] ⟺ 𝑒−𝑗Ω𝑌 (Ω). For example, given 𝑦 [𝑛] − 𝑎𝑦 [𝑛 − 1] = 𝑥 [𝑛]
then applying DFT gives 𝑌 (Ω) − 𝑎𝑒−𝑗Ω𝑌 (Ω) = 𝑋 (Ω) or 𝐻 (Ω) = 𝑌(Ω)

𝑋(Ω) =
1

1−𝑎𝑒−𝑗Ω
. From tables,

the inverse DFT of this is 𝑎𝑛𝑢 [𝑛]. Need to know partial fractions sometimes. For example
given 𝑦 [𝑛] − 3

4𝑦 [𝑛 − 1] +
1
8𝑦 [𝑛 − 2] = 2𝑥 [𝑛] then

𝑌 (Ω) −
3
4
𝑒−𝑗Ω𝑌 (Ω) +

1
8
𝑒−𝑗2Ω𝑌 (Ω) = 2𝑋 (Ω)

𝐻 (Ω) =
𝑌 (Ω)
𝑋 (Ω)

=
2

�1 − 3
4𝑒

−𝑗Ω + 1
8𝑒

−𝑗2Ω�

=
2

�1 − 1
2𝑒

−𝑗Ω� �1 − 1
4𝑒

−𝑗Ω�

And using partial fractions gives 𝐻 (Ω) = 4

1− 1
2 𝑒

−𝑗Ω
− 2

1− 1
4 𝑒

−𝑗Ω
. Hence using above table gives

ℎ [𝑛] = �4 �
1
2
�
𝑛
− 2 �14�

𝑛
� 𝑢 [𝑛]

� |𝑋 (𝜔)|2 may be interpreted as the energy density spectrum of 𝑥 (𝑡). This means 1
2𝜋 |𝑋 (𝜔)|

2 𝑑𝜔
is amount of energy in 𝑑𝜔 range of frequencies. i.e. between 𝜔 and 𝜔 + 𝑑𝜔. |𝑋 (𝜔)| is called
the gain of the system and arg (𝐻 (𝜔)) is called the phase shift of the system. When arg (𝐻 (𝜔))
is linear function in 𝜔 then the e�ect in time domain is time shift. (delay).
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� 𝑧 transforms 𝑋 (𝑧) = ∑∞
𝑛=−∞ 𝑥 [𝑛] 𝑧

−𝑛. If 𝑥 [𝑛] → 𝑋 (𝑧) then 𝑥 [𝑛 − 1] → 𝑧−1𝑋 (𝑧).

�
sin(𝑎𝑥)
𝑎𝑥 = sinc � 𝑎𝑥𝜋 � and

sin(𝑥)
𝑥 = sinc � 𝑥𝜋�. In class we use sin(𝜔𝑐𝑡)

𝜋𝑡 . This has FT as rectangle
from −𝜔𝑐 to 𝜔𝑐 and amplitude 1.

� in digital, sampling rate is in hz, but units is samples per second and not cycles per second
as with analog.

�
Ω =

𝜔
𝐹𝑠

where 𝐹𝑠 is sampling rate in samples per second, and Ω is unnormalized digital frequency
(radians per sample) and 𝜔 is analog frequency (radians per second). This can also be
written as

Ω = 𝜔𝑇𝑠
where here 𝑇𝑠 is seconds per sample (i.e. number of seconds to obtain one sample). Per
sample is used to make the units come out OK.

� Trig identities

sin𝐴 cos𝐵 = 1
2
(sin (𝐴 + 𝐵) + sin (𝐴 − 𝐵))

cos𝐴 cos𝐵 = 1
2
(cos (𝐴 + 𝐵) + cos (𝐴 − 𝐵))

sin𝐴 sin𝐵 = 1
2
(cos (𝐴 − 𝐵) − cos (𝐴 + 𝐵))

� Group delay is given by − 𝑑
𝑑𝜔
(arg (𝐻 (𝜔))). For example, if 𝐻 (𝜔) = 1

2+𝑗𝜔 then arg (𝐻 (𝜔)) =

− arctan �𝜔2 � which leads to group delay being 2
4+𝜔2 .

� FT of cos (𝜔𝑐𝑡) has delta at ±𝜔𝑐 each of amplitude 𝜋. And FT of sin (𝜔𝑐𝑡) has delta at
𝜔𝑐 of amplitude 𝜋

𝑗 and has delta at −𝜔𝑐 of amplitude −𝜋
𝑗 and sin(𝜔𝑐𝑡)

𝜋𝑡 has FT as rectangle of
amplitude 1 and width from −𝜔𝑐 to +𝜔𝑐.

𝑋 (Ω) =
∞
�
𝑛=−∞

𝑥 [𝑛] 𝑒−𝑗Ω𝑛

=
∞
�
𝑛=−∞

�
1
2�

𝑛

cos �𝜋𝑛
2
� 𝑢[𝑛]𝑒−𝑗Ω𝑛

=
∞
�
𝑛=0

�
1
2�

𝑛

cos �𝜋𝑛
2
� 𝑒−𝑗Ω𝑛

But cos �𝜋𝑛2 � =
1
2
�𝑒𝑗

𝜋𝑛
2 + 𝑒−𝑗

𝜋𝑛
2 � and the above becomes
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𝑋 (Ω) =
∞
�
𝑛=0

�
1
2�

𝑛 1
2
�𝑒𝑗

𝜋𝑛
2 + 𝑒−𝑗

𝜋𝑛
2 � 𝑒−𝑗Ω𝑛

=
1
2 �

∞
�
𝑛=0

�
1
2�

𝑛

𝑒𝑗
𝜋𝑛
2 𝑒−𝑗Ω𝑛 +

∞
�
𝑛=0

�
1
2�

𝑛

𝑒−𝑗
𝜋𝑛
2 𝑒−𝑗Ω𝑛�

=
1
2 �

∞
�
𝑛=0

�
1
2
𝑒𝑗�

𝜋
2 −Ω�

�
𝑛

+
∞
�
𝑛=0

�
1
2
𝑒𝑗�−

𝜋
2 −Ω�

�
𝑛

�

Since 1
2𝑒

𝑗�𝜋2 −Ω� < 1 then we can use ∑∞
𝑛=0 𝑎

𝑛 = 1
1−𝑎 for both terms and the above becomes

𝑋 (Ω) =
1
2

⎛
⎜⎜⎜⎜⎜⎜⎝

1

1 − 1
2𝑒

𝑗�𝜋2 −Ω�
+

1

1 − 1
2𝑒

𝑗�−𝜋
2 −Ω�

⎞
⎟⎟⎟⎟⎟⎟⎠

=
1
2

⎛
⎜⎜⎜⎜⎜⎜⎝

1

1 − 1
2𝑒

𝑗𝜋2 𝑒−𝑗Ω
+

1

1 − 1
2𝑒

−𝑗𝜋2 𝑒−𝑗Ω

⎞
⎟⎟⎟⎟⎟⎟⎠

But 𝑒𝑗
𝜋
2 = 𝑗 and 𝑒−𝑗

𝜋
2 = −𝑗 and the above becomes

𝑋 (Ω) =
1
2

⎛
⎜⎜⎜⎜⎜⎝

1
1 − 1

2 𝑗𝑒
−𝑗Ω

+
1

1 + 1
2 𝑗𝑒

−𝑗Ω

⎞
⎟⎟⎟⎟⎟⎠

=
1
2

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 + 1
2 𝑗𝑒

−𝑗Ω + 1 − 1
2 𝑗𝑒

−𝑗Ω

�1 − 1
2 𝑗𝑒

−𝑗Ω� �1 + 1
2 𝑗𝑒

−𝑗Ω�

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

=
1
2

⎛
⎜⎜⎜⎜⎜⎝

2
1 + 1

2 𝑗𝑒
−𝑗Ω − 1

2 𝑗𝑒
−𝑗Ω − 1

4 𝑗
2𝑒−2𝑗Ω

⎞
⎟⎟⎟⎟⎟⎠

=
1

1 + 1
4𝑒

−2𝑗Ω

� Z transforms

𝑢 [𝑛] 𝑍
𝑎𝑛𝑢 [𝑛] 1

1−𝑎𝑧−1

𝑎𝑛−1𝑢 [𝑛 − 1] 𝑧−1 1
1−𝑎𝑧−1

𝑎𝑛−2𝑢 [𝑛 − 2] 𝑧−2 1
1−𝑎𝑧−1

If the ROC outside the out most pole, then right-handed signal. (Causal). If the ROC isinside
the inner most pole, then left-handed signal (non causal).
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5.3 Study notes

5.3.1 When input is complex exponential

When input is 𝑥 [𝑛] = 𝑒𝑗Ω0𝑛 and system is given by 𝐻 (Ω) then the output is 𝑦 [𝑛] = 𝑒𝑗Ω0𝑛𝐻 (Ω0)
which is the same as 𝑦 [𝑛] = 𝑒𝑗Ω0𝑛 �𝐻 (Ω0)� 𝑒𝑗 arg𝐻(Ω0).

ejΩ0n H(Ω) ejΩ0nH(Ω0)

Figure 5.1: Output when input is complex exponential

Hence when the input is linear combination of complex exponentials

𝐴 cos (Ω0𝑛 + 𝜃) =
𝐴
2
�𝑒𝑗(Ω0𝑛+𝜃) + 𝑒−𝑗(Ω0𝑛+𝜃)�

= �
𝐴
2
𝑒𝑗𝜃� 𝑒𝑗Ω0𝑛 + �

𝐴
2
𝑒−𝑗𝜃� 𝑒−𝑗Ω0𝑛

Then, and since the system is linear, then the output will be scaled and linear sum of each

output corresponding to each term above. In other words, when the input is �𝐴2 𝑒
𝑗𝜃� 𝑒𝑗Ω0𝑛 then

the output is

𝑦1 [𝑛] = �
𝐴
2
𝑒𝑗𝜃� 𝑒𝑗Ω0𝑛 �𝐻 (Ω0)� 𝑒𝑗 arg𝐻(Ω0)

= �𝐻 (Ω0)�
𝐴
2
𝑒𝑗(Ω0𝑛+𝜃+arg𝐻(Ω0)) (1)

And when the input is �𝐴2 𝑒
−𝑗𝜃� 𝑒−𝑗Ω0𝑛 then the output is

𝑦2 [𝑛] = �
𝐴
2
𝑒−𝑗𝜃� 𝑒−𝑗Ω0𝑛 �𝐻 (−Ω0)� 𝑒𝑗 arg𝐻(−Ω0)

= �𝐻 (−Ω0)�
𝐴
2
𝑒−𝑗(Ω0𝑛+𝜃−arg𝐻(−Ω0))

But for real input, which is the case here, �𝐻 (Ω0)� is symmetrical. Hence �𝐻 (Ω0)� = �𝐻 (−Ω0)�
and arg𝐻 (−Ω0) = − arg𝐻 (Ω0) (see table 4.6 for these properties). Hence

𝑦2[𝑛] = �𝐻 (Ω0)�
𝐴
2
𝑒−𝑗(Ω0𝑛+𝜃+arg𝐻(Ω0)) (2)
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Therefore, by linearity, 𝑦 [𝑛] = 𝑦1 [𝑛] + 𝑦2 [𝑛] or by adding (1) and (2)

𝑦 [𝑛] = �𝐻 (Ω0)�
𝐴
2
𝑒𝑗(Ω0𝑛+𝜃+arg𝐻(Ω0)) + �𝐻 (Ω0)�

𝐴
2
𝑒−𝑗(Ω0𝑛+𝜃+arg𝐻(Ω0))

= �𝐻 (Ω0)� 𝐴 �
𝑒𝑗(Ω0𝑛+𝜃+arg𝐻(Ω0)) + 𝑒−𝑗(Ω0𝑛+𝜃+arg𝐻(Ω0))

2 �

= �𝐻 (Ω0)� 𝐴 cos (Ω0𝑛 + 𝜃 + arg𝐻 (Ω0))
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