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1 Problem 3 section 5.5

In Problems 1 through 20, find a particular solution y, of the given equation.

Yy’ -y —6y =2sin3x (A)

Solution

The first step is to find the homogeneous solution y;, in order to determine the basis
solutions to check for any duplication with basis solutions for the particular solution.

Yy -y -6y=0
The characteristic equation is

”-r-6=0
r-3)r+2)=0

Hence the roots are r; = 3,7, = —2. Therefore the basis solutions are
[eSx/ e—Zx} 1)

Which implies

Y, = 185 + cpe 2
Now that we found the basis solution, we turn our attention to finding y,. The RHS is
sin 3x. Looking at this function and all possible derivatives gives

{sin 3x, cos 3x} (2)

Notice that we ignore any leading coefficients when doing this. Now we compare the above
to the basis of the homogeneous solution found in (1) to check if there are duplication in
basis or not. There is no duplication. Therefore we assume that particular solution y, is a

linear combination of the functions in (2). This implies that

Yp = Asin3x + B cos 3x
Yy = 3Acos3x - 3Bsin3x
y, = -9Asin3x - 9B cos 3x

Substituting the above back in original ODE (A) gives

Yy —Yp — 6y, = 2sin3x

(-9A sin3x — 9B cos 3x) — (3A cos 3x — 3B sin 3x) — 6(A sin 3x + B cos 3x) = 2 sin 3x
sin(3x)(—-9A + 3B — 6A) + cos(3x)(-9B — 3A — 6B) = 2sin 3x

sin(3x)(-15A + 3B) + cos(3x)(-15B — 3A) = 2 sin 3x

Comparing coefficients gives

-15A+3B =2 (3)
-15B-3A =0 (4)

Multiplying first equation by 5 and adding result to second equation gives

(-75A +15B) + (=158 — 3A4) = 10

~78A =10
10

A=-—

78

5

39



From (3)

5
—15(—@)+38:2
25
—+3B=2
25
poln
3
1
T 39

Hence the particular solution is
Yp = Asin3x + Bcos3x

5 . 1
= ——sin3x + — cos 3x

39 39
—1( 3x — 55in 3x)
—39COSX S1n ox

Therefore the general solution is

Y=YntYp

1
=¥ + e + ﬁ(cos 3x — 5sin 3x)



2 Problem 9 section 5.5

In Problems 1 through 20, find a particular solution y, of the given equation.
v’ +2y -3y =1+xe* (A)

Solution
The first step is to find the homogeneous solution y; in order to determine the basis
solutions to check for any duplication with basis solutions for the particular solution.
y' +2y -3y=0
The characteristic equation is

P +2r-3=0
(r+3)(r-1)=0

Hence the roots are r; = -3, r, = 1. Therefore the basis solutions are
[e—3x, ex} 1)
Which implies
Y, = 167 + cpe”

Now that we found the basis solution, we turn our attention to finding y,. The RHS is
1+ xe*. Hence it basis functions are
{1, xe*}

taking derivatives of each basis gives
{1, (xe*, e} 2)

Where we used () to group all basis generated from same one.

Now we compare the above to the basis of the homogeneous solution found in (1) to check
if there are duplication in basis or not. We see duplication since ¢* is basis in both (1) and
(2). Therefore we multiply the group which generated ¢* by x. The the above now becomes

[1, (xzex, xe")} (2A)

We compare again (1) against (2A) and now we see no duplication. Therefore we assume
that particular solution y, is a linear combination of the functions in (2A). This implies
that

Yy, = A+ Bx?¢* + Cuxe"

Y = 2Bxe* + Bx%¢* + Ce* + Cxe*

Yy = 2Be" + 2Bxe* + 2Bxe* + Bx?e* + Ce* + Ce" + Cxe*
= xe*(2B + 2B + C) + x2¢*(B) + (2B + 2C)

Substituting the above back in original ODE (A) gives
Yy + 2y, =3y, =1+ xe*
xe*(2B + 2B + C) + x%¢*(B) + ¢*(2B + 2C) + 2(2Bxex + Bx%e* + Ce* + Cxex) - 3(A + Bx%e" + Cxex) =1+ xe*
xe*(2B + 2B + C + 4B +2C — 3C) + (2B + 2C + 2C) + x?¢*(B+ 2B - 3B) —=3A =1 + xe*
xe*(8B) + e*(2B + 4C) —3A =1 + xe*

Comparing coefficients

-3A=1
2B+4C =0
8B =1



Hence B = % and from second equation 4C = —g, or C = —% and A = —%. Therefore the
particular solution is

Yy, = A+ Bx?¢* + Cxe"

a1,
= — + —x%e" — —xe*
3 8 16
1 1
— 2
—5 + E(Zx —x)ex

Therefore the general solution is

Y=YntYp

1 1
= 1673 + et — 3t E(sz -~ x)ex



3 Problem 11 section 5.5

In Problems 1 through 20, find a particular solution y, of the given equation.
y® + 4y =3x-1 (A)
Solution

The first step is to find the homogeneous solution y;, in order to determine the basis
solutions to check for any duplication with basis solutions for the particular solution.

¥y +4y =0
The characteristic equation is
P +4r=0
r(rz + 4) =0
Hence the roots are r; = 0,7, = +2i. Therefore the basis solutions are
{1, cos(2x), sin(2x)} 1)

Which implies

Y = €1 + ¢ cos(2x) + c3 sin(2x)
Now that we found the basis solution, we turn our attention to finding y,. The RHS is
3x —1. Hence it basis functions are

{1,x} (2)

Taking derivatives does not add any new basis. Now we compare the above to the basis
of the homogeneous solution found in (1) to check if there are duplication in basis or not.
We see duplication the constant is in both (1) and (2). Therefore we multiply the group by
x. We took the whole basis as one group, since the constant 1 above is generated by taking
derivative of x, so it is really in the same group. The above now becomes, after multiplying
everything by x

[x,x?] (2A)
We compare again (1) against (2A) and now we see no duplication. Therefore we assume

that particular solution y, is a linear combination of the functions in (2A). This implies
that

Yy, = Ax + Bx?
yp=A+2Bx
y, =2B

3

v =0

Substituting the above back in original ODE (A) gives
y,g,?’) +y,=3x-1
0+4(A+2Bx)=3x-1
4A +8Bx =3x -1
Comparing coefficients
4A=-1
8B =3

Hence A = —i,B = g. Therefore the particular solution is

Yy, = Ax + Bx?

Therefore the general solution is

Y=YntYp

1 3
= ¢ + cp cos(2x) + c3 sin(2x) — Rl —x?

8



4 Problem 23 section 5.5

In Problems 21 through 30, set up the appropriate form of a particular solution y,, but do
not determine the values of the coefficients.

Yy’ + 4y = 3x cos(2x) (A)

Solution

The first step is to find the homogeneous solution y;, in order to determine the basis
solutions to check for any duplication with basis solutions for the particular solution.

y' +4y=0

The characteristic equation is
P+4=0

Hence the roots are r = +2i. Therefore the basis solutions are
{cos(2x), sin(2x)} 1)

Which implies
Yp = c1 €0s(2x) + ¢, sin(2x)

Now that we found the basis solution, we turn our attention to finding y,. The RHS is
3x cos(2x). Hence it basis functions are

{x cos(2x)} (2)
Taking all possible derivatives of the above gives
{x cos(2x), cos(2x), x sin(2x), sin(2x)} (2A)

Where in the above all signs and coefficients were ignored.

Now we compare the above to the basis of the homogeneous solution found in (1) to
check if there are duplication in basis or not. We see duplication as cos(2x), sin(2x) are in
both. Therefore we multiply the group by x. We took the whole basis as one group since
everything above was generated from (2). The above now becomes, after multiplying each
term by x

{22 cos(2x), x cos(2x), x? sin(2x), x sin(2x) (2B)
Now we compare (2B) again with (1) and see no duplication. Hence

Y, = Ax* cos(2x) + Bx cos(2x) + Cx* sin(2x) + Dx sin(2x)



5 Problem 32 section 5.5

Solve the initial value problems in Problems 31 through 40.

y' +3y +2y=e" (A)
y(0)=0
y'(0)=3

Solution

The first step is to find the homogeneous solution y; in order to determine the basis
solutions to check for any duplication with basis solutions for the particular solution.

y' +3y' +2=0
The characteristic equation is

r+3r+2=0
r+2)(r+1)=0

Hence the roots are r; = -2, r, = —1. Therefore the basis solutions are
{e‘zx, e‘x] (1)

Which implies
Y, = cre 2 + cpe™

Now that we found the basis solution, we turn our attention to finding y,. The RHS is ¢*.
Hence it basis functions are

{e) (2)

Taking all derivatives does not any terms. We also see no duplication between (2) and (1).
Hence let

yp = Ae?
yp = Ae?
y;lgl — Aex

Substituting these into (A) gives

Yy + 3y, +2y, =¢"
Ae* + 3Ae" +2Ae" =¢*
e(A+3A+2A)=¢"

Hence
6A =1
1
A=-—
6
Therefore ,
— X
Therefore the complete solution is
Y=YntYp
1
= e + e + gex (3)

We are now ready to apply the initial conditions. y(0) = 0,y'(0) = 3. Applying first IC to
(3) gives

1
O:C1+C2+g (4—)



Taking derivative of (3) gives

/—_

1
Y = =206 —cpe " + ="
Applying second IC to the above gives
1
3:—2C1—C2+8 (5)

We now need to solve (4,5) for ¢;,c,. Adding (4,5) gives

3 + +1+ 2 +1
=|cp+cp+ = -2c1—Ccp + =
1tat e 1-Qry

31
=—--c
31
13
Ch = - —
173
8
3

From (4)

1

O=c1+cp+ =
1taTe

0 + +1
= —— C _
3° %6

Cy =

N G

Therefore the complete solution (3) becomes

1
y(x) = cre™® + e + ge"
= —§e‘2x + §e‘x -+ lex

3 2 6

= %(—166‘2" +15e7 + e")
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6 Problem 7 section 6.1

In Problems 1 through 26, find the (real) eigenvalues and associated eigenvectors of the
given matrix A. Find a basis for each eigenspace of dimension 2 or larger.

10 -
A 0 -8
6 -4

We first need to find the eigenvalues. These are found by solving |A — Al = 0. Hence

Solution

10-4 -8 |
6 -4-A|
(10-A)(-4-1)+48 =0
A2-61+8=0
(A-4)(A-2)=0

Hence A; = 4,1, = 2. For each eigenvalue we find its associated eigenvectors.

/\1:4

We nee to solve AT = A3. This becomes (A — AI)G = 0. Therefore

10-4 -8 |[v]
6 -4 — 4_ »Uz_
[6 -8][, ]

6 —8_ »UzA (1)

o
_0_
.
»0_

Augmented matrix

Rz—)Rz—Rl

Therefore (1) becomes

o alel-H

v, is free variable. Let v, = 1. Then from first row 6v; -8 =0 or v; = 2' Hence
= 3] I8 4

We nee to solve AT = A3. This becomes (A — AI)Z = 0. Therefore

/\1:2

10-2 -8 [[oy] 0]
6 -4-2|v,] B 0]
s -8l[v;] o]
e (1)
6 —6_ _'()2‘ _0_

Augmented matrix
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Rz - Rz — gRl

8 -8 0
0 0 O

o alel-H

v, is free variable. Let v, = 1. Then from first row 8v; —8 = 0 or v; = 1. Hence
I
U =
2 h

eigenvalue A | associated eigenvector U

n

Therefore (1) becomes

This table gives summary of the result

4

3
a
1
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7 Problem 17 section 6.1

In Problems 1 through 26, find the (real) eigenvalues and associated eigenvectors of the
given matrix A. Find a basis for each eigenspace of dimension 2 or larger.

-2
0
1

S
Il
o o w
NN Gl

Solution

We first need to find the eigenvalues. These are found by solving |A — Al| = 0. Hence

Expanding along the first columns.
2-A2 0

2 1-A
B-MN2-M)1-4)=0

(3-1) =0

Hence roots (eigenvalues) are A; = 3,1, = 2,13 = 1. For each eigenvalue we find its
associated eigenvectors.

/\1:3

We nee to solve A% = AB. This becomes (A — AI)G = 0. Therefore

3-3 5 -2 1[v,] [0]
0 2-3 0 |lw|=|0
0 2 1-3|lvs] O]
0 5 =2][v;] [o0]

0 -1 0]|w,|=]|0 1)
0 2 -=2]|vz] |0]

R; = Ry + 2R,
0 5 =2|[v;] [0
0 -1 0||w|=]0
0 0 -2|lvs] |0

Free variable is v;. Let v; = 1. Last row gives v; = 0. Second row gives v, = 0. Hence the
eigenvector is

S
Il
==

/\1:2

We nee to solve AT = A3. This becomes (A — AI)Z = 0. Therefore

3-2 5 -2 |[vy] [0]
0 2-2 0 |lw|=|0
0 2 1-2|lvs] O]
1 -2|[v,] [0]

0 0 0fwv]=|0 1)
0 ~1|[ws] |O]




13

Swap Ry, R3 (for clarify only)

. . 1 . .
Free variable is v;. Let v3 = 1. From second row 2v, — v3 = 0. Hence v, = > First row gives

v1 + 50, —2v3 = 0. Hence v, = —5(%) +2= —%. Hence the eigenvector is

/\1:1

We nee to solve AT = A3. This becomes (A — A)G = 0. Therefore

3-1 5 =2 ][v] [o0]
0 2-1 0 [|lo]=]0
0 2 1-1f|vs] 0]
2 5 2|[v;] O]
0 0 [|vp| =10 1)
0 2 0w |0
R; = R; — 2R,
2 5 2|y 0
01 0]lw|=]|0
0 0 0]lws] |0

Free variable is v3. Let v3 = 1. From second row v, = 0. First row gives 2v; = 2v;. Hence
v; =1. Hence the eigenvector is

St
Il
_ o =

This table gives summary of the result

eigenvalue A | associated eigenvector U
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8 Problem 21 section 6.1

In Problems 1 through 26, find the (real) eigenvalues and associated eigenvectors of the
given matrix A. Find a basis for each eigenspace of dimension 2 or larger.

4 -3 1
A=12 -1 1
0 0 2

Solution

We first need to find the eigenvalues. These are found by solving |A — Al| = 0. Hence

4-A -3 1

Expanding along the last row

4-1 -3
2 -1-A
Q-A)((4-A)(-1-1)+6)=0
@-1)(12-31+2)=0
Q2-M)A-2)A-1)=0

-1)°*"2 - 1) 0

Hence the eigenvalues are A; = 2 of algebraic multiplicity 2 and A, = 1. For each eigenvalue
we find its associated eigenvectors.

/\1:2

We nee to solve AT = A3. This becomes (A — A3 = 0. Therefore

4-2 -3 1 o] [0]
-1-2 1 |[|lw|=]0
0 0 2-2|[zs] O]
2 -3 1][»]| [0]

2 -3 1f|v,| =10 1)
0 0 O0lvs] O]

Ry, - Ry, - R4
2 -3 1||vg 0
0 0 O0f|lo =10
0 0 0]|vs 0

Free variables are v;.v,. This means this is a complete eigenvalue. Since it has algebraic
multiplicity of 2 and have a geometric multiplicity of 2 as well. This means we can find two
linearly independent eigenvectors from it. Let v, = s, v3 = t. First row gives 20, =35+t =0

31 L
or vy = s —;t. Hence the solution is

01 55~ -t
Oy = S
O3 t
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Therefore the basis (eigenvectors) are

3 1

2| |2 311
1,10 —1912],|0
0111 012

Now that we found the eigenvectors associated with A; = 2, we will do the same for second
eigenvalue.

/\2:1

We nee to solve AT = AB. This becomes (A — A)G = 0. Therefore

4-1 -3 1 |[oy] O]
-1-1 1 ||o,|=]0
0 0 2-1llos] |0]
3 -3 1|[vy] [0]
2 =2 1||lv,| =10 1)
0 0 1]|vs] o]
Ry = Ry — 2R
-3 1 |[o]
0 0 —{|o=]0
0 0 1]fus
Ry = Ry + 3R,
3 -3 1]y
0 0 —2{o|=]0
0 0 0]lvs] [0]

Free variable is v,, leading variables are v, v;. Let v, = 1. From second row, v; = 0.First
row gives 3v; = 3. Hence v; =1. Hence the eigenvector is

1
vy = |1
0
This table gives summary of the result
eigenvalue A associated eigenvector 7
3| |1
2 (multiplicity 2) 2(,10
0] [2
1
1 1
0
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9 Problem 25 section 6.1

In Problems 1 through 26, find the (real) eigenvalues and associated eigenvectors of the
given matrix A. Find a basis for each eigenspace of dimension 2 or larger.

1 010

0110
A=

0 020

0 00 2

Solution

We first need to find the eigenvalues. These are found by solving |A — Al| = 0. Hence

Since this is an upper triangle matrix, then the determinant is the product of the diagonal.
Hence the above reduces to
1-1)°2-1)°>=0

Therefore the eigenvalues are A, =1 of algebraic multiplicity 2 and A, = 2 also of algebraic
multiplicity 2. For each eigenvalue we find its associated eigenvectors.

/\1:1

We nee to solve AT = A3. This becomes (A — AI)G = 0. Therefore

1-1 0 1 0 |[vy] O]
0 1-1 1 0 ||loa| |0
2-1 0 |lvs| |0
0 2-1flvs |0]
0 01 0lfoy] [o0]
0 0 1 0lop| |0
001 0llos| |0
00 0 1)[vs] |0
Ry - Ry, - R4
0 0 1 Offo;] [O]
0 0 0 0lva] |0
001 0f|fos| |0
00 0 1||us] 10O
Swapping R;, R, (for clarify)
0 01 0lfoy] [o0]
0 0 1 0ljva| |0
00 0 0f|fog| |0
00 0 1||vs] 10O
Ry, = Ry — R4
0 0 1 Offv;] [O]
00 0 Offo| |0
00 0 0llus| |0
00 0 1)[va] |0




Swapping Ry, R, (for clarify)

o O© O

0
0
0

0 0

17

1 0ffv; 0
0 1{lv,| |0
0 0llvs| |0
0 0flws] |0

Hence leading variables are v;, v, free variables are v, v,. Let vy = 5,0, = t. Second row
3, V4 1,02 1 2
gives vy = 0. First row gives v; = 0. Therefore the solution is

01

%)}

03

Uy

Therefore the two eigenvectors associate

/\2:2

We nee to solve AU = AU. This becomes

1-2 0 1 0 |[o1] [0]
0 1-2 1 0 ||o2f |0
0 0 2-2 0 |[og] o
0 0 0 2-2|vg |0

-1 0 1 Of[vy] [0]
0 -1 1 0|lvp| |0
0 0 0 0llus| |0
0 0 0 Of[vs 10O]

0

1
+t

0

0

E 1
t 0
s
0 0
10 0
d

with this eigenvalues are

1] [0
ol |1
o[ [0
0] [0

(A — A3 = 0. Therefore

Hence leading variables are vy, v, free variables are v;,v, Let v3 = s5,v, = t. Second row
gives —v, + v3 = 0 or v, = s. First row gives —v; + s =0 or v; = s. Hence the solution is

01
(%)
U3

(&}

S
S

=S
S

| £

1
1

+t
1

_ o O O

0

Therefore the two eigenvectors associated with this eigenvalues are

This table gives summary of the result

_ o O O

1
1
1l
0

eigenvalue A associated eigenvector ¥
T 1o
0] |1
1 (multiplicity 2 ,
(multiplicity 2) | 1111,
0] 10]
170
1] (0
2 (multiplicity 2 ,
(multiplicity 2) | ¢1. 1|
0] 11]
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10 Problem 29 section 6.1

Find the complex conjugate eigenvalues and corresponding eigenvectors of the matrices
given in Problems 27 through 32
0 -3
A=
12 0

We first need to find the eigenvalues. These are found by solving |A - Al = 0. Hence

Solution

A -3
=0

12 -A

A2 436 =0

Hence A = +6i. For each eigenvalue we find its associated eigenvectors.

/\1:6i

We nee to solve AT = A3. This becomes (A — A7 = 0. Therefore

B MR
Ry RN

Leading variable is v;, free variable is v,. Let v, = 1. From first row —6iv; —3v, = 0 or

12
R2 - RZ + aRl

3 1 _ 1. . .
0 =g =5 =5k Hence the eigenvector is
Sk
?))l = 2 =
1 2
/\1 = —61

We nee to solve AT = A3. This becomes (A — AI)G = 0. Therefore

et
My WA

. . . . . . 3
Leading variable is v, free variable is v,. Let v, = 1. From first row 6iv; -3v, = 0 or v; = i
1

1. . .
— = —=i. Hence the eigenvector is
2i 2

+6i -3
12  +6i1

12
Rz - Rz — aRl

This table gives summary of the result

eigenvalue A | associated eigenvector U

61

—61
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11 Additional problem 1

Find particular solution to
YD (x) = 2y© + 9y® —16y@ + 24y®) - 32" + 16y’ = > + xsinx + x2 (1)

Solution

From HW6, we found y;, as
y(x) = c1 + (8" + c3xe”) + (cq cOS 2x + c55in 2x) + x(cg cOS 2x + 7 5in 2x)
Therefore, we see the basis functions for y;, are
{1,¢e%, xe*, cos 2x, sin 2x, x cos 2x, x sin 2x} (2)
Looking at RHS of (1), we see the basis functions for y, are
{ezx, x?%, x sin x]

Taking derivative ¢** does not generate new basis. Taking derivative of x> generates x, 1.
And taking derivative of xsinx generates sinx, x cosx, cosx. Hence the above becomes

{ezx, (xz, X, 1), (xsinx, sin x, x cos x, cos x)] (3)

There are 3 groups. Comparing (2,3) we see there is one duplication, which is the constant
term. Hence we need to multiply that one group by x. The above becomes

[ezx, x(xz, X, 1), (xsinx, sinx, x cos x)} = {ez", (x3, X2, x), (x sinx, sin x, x cos x, cos x)] (3A)

Now we again compare (3A) and (2). Now there is no duplication. Therefore the particular
solution is

Yy = Are® + Az(x3) + Ag,(xz) + Ag(x) + As(x sinx) + Ag(sinx) + A (x cos x) + Ag cos x
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12 Additional problem 2

b 0 O
Let A=|0 t, O0|wherety,t,, t;are distinct real numbers. Find the eigenvalues of A and
0 0 t3

the corresponding eigenvectors.

Solution

We first need to find the eigenvalues. These are found by solving |A — Al| = 0. Hence
t1—-A 0 0

0 H-A 0 |=0
0 0 t-A

Since this is a diagonal matrix, then the determinant is the product of the diagonal. Hence
the above reduces to
(ti =MDt - M(ts—A)=0

Hence the eigenvalues are A, = t, A, = t;, A3 = t3. For each eigenvalue we find its associated
eigenvectors.

M=h

We nee to solve AT = A3. This becomes (A — AI)Z = 0. Therefore

tij—t; 0 0 |[vy] O]
0 t, —t 0 v =10
0 0 ts —t1]lvs] |0}

0 0 0 |[vy] O]
0 -t 0 ol =1|0
0 0 ty—t]lvs] |0

Leading variables are v, v3 and free variables is v;. Let v; = s. Second and third rows give
v, = 0,03 = 0, this is because ty, , f3 are distinct real numbers therefore t, —t; # 0,t3—t; # 0.
Therefore the solution is

For s =1 this gives the eigenvector

/\2 = tz
We nee to solve A% = A3. This becomes (A — AI)G = 0. Therefore

ti—t, 0 0 |[=] [0
0 tz - tz 0 Oy =
0 0 t3 - t2_ %3

0 0 0 l|ol=
0 0t3—t2A_U3_

0
0]
tl - tz 0 0 ] _'Ul- —0~
0
0

Leading variables are v1,v; and free variable is v,. Let v, = s. First and third rows give
v, = 0,03 = 0, this is because ty, t, f3 are distinct real numbers therefore t; —t, # 0,t3—t, # 0.
Therefore the solution is
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For s =1 this gives the eigenvector

St
I
o = O

/\3:t3

We nee to solve AT = A3. This becomes (A — AI)Z = 0. Therefore

tl - t3 0 0 ] —Ul—
0 tz - t3 0 Oy =
0 0 t3 - t3_ | U3 ]

tl - t3 0 0— —7)1—
0 tz - t3 0 Oy =
0 0 0][vs]

o o o O O O

Leading variables are v, v, and free variable is v3. Let v3 = s. First and third rows give
v, = 0,0, = 0, this is because ty, ,, f3 are distinct real numbers therefore t; —t3 # 0,t, —t3 # 0.

Therefore the solution is
0 0

52: 0] =s|0

S

For s =1 this gives the eigenvector

S
Il
— O O

This table gives summary of the result

eigenvalue A | associated eigenvector ¥
g g

7

f

H.
N
- o oo = Oolo O
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13 Additional optional problem 3

Extend the result in problem 2 to the case of n X n matrices. That is, let A be a matrix with
entries t1,1,,---,t, on the main diagonal and Os everywhere else, where the ¢; are distinct
real numbers. Find the eigenvalues and corresponding eigenvectors.

Solution

This follows immediately from the last problem. Therefore each eigenvalue will be A; =
t1, Ay =ty,+--, A, = t,. And corresponding eigenvectors are (each eigenvector is n x 1.

1 0] 0]
0 1
0 0
Op=|.[02=|./On=
0 0
,OA

These eigenvectors are the standard basis for IR".
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