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1.1. syllabus CHAPTER 1. INTRODUCTION

Chapter 1

Introduction

1.1 syllabus

CALIFORNIA STATE UNIVERSITY, FULLERTON
DEPARTMENT OF ELECTRICAL ENGINEERING

Fall 2008
EGEE 443 Electronic Communications (3)
COURSE DESCRIPTION: :
s “ Yha -
e\echﬂ’v\ i > P vab -a :‘ 5'}:{‘(

Prerequisites: EGEE 310 and EGEE 323.
Principles of amplitude, angular and pulse modulation, representative communication
systems, the effect of noise on system performance.

M—r W ‘Th 1700 —17- %0

INSTRUCTOR: K. HAMIDIAN

™M TH 015 — AN
OFFICE: E217 .

Aedvicts
TELEPHONE:  “7l+/—278-2884 M TH pm —Spm
FAX: )4~ 278-7162 [EAF] e
OFFICE HOURS: MW: 1700~ 17:30 and 2015-2045 Tesaperar).

TTH: 1700 —-17:30 and 2015-2045

PREREQUISITE TOPICS: Probability, Fourier Transforms, Linear Systems

TEXTBOOK: Intrduction to Analog & Digital Communications.
S. Haykin and M.Moher, Wiley, 2007,
2™ Edition

REFERENCES: 1) Introduction to Communication Systems, F.

Stremler, Addison Wesley, 1982, 2™ edition

2) Digital and Analog Communication Systems, L.
Couch, Prentice Hall, 2001, 6™ edition.

3) Analog and Digital Communication Systems, M.
Roden, Prentice Hall, 1996

%&'\’ ao» Nnoteo ’G’a‘rv\ bp@lé stev= .
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CHAPTER 1. INTRODUCTION

WEEKS

5.5

6.0

1.5

COURSE OUTLINE
TOPICS
Chapter 1. Introduction, Classification of Signals. Handout

Chapter 2. Fourier Transform Review, Properties and & PplﬂJ
Applications, Power and Energy Spectral Density. Band- 1:':,;‘2 o
pass Signals and Systems. Hilbert Transforms, Pre- S Communada
Envelope, Quadrature Representation of Narrow Band

Signals. Transmission of Signals Through Linear Systems.

Chapter 8. Random Processes Stationary Processes.
Ergodic Processes. Transmission of a Random Process
Through a Linear-Time-Invariant Filter. Power Spectral
Density. Gaussian Process Noise, Quadrature
Representation of Narrowband Noise. Sine Wave Plus

Narrowband Noise. lex M

MIDTERM 1 (75 MINUTES) '\( e r«»#—&

Chapters 2 and 9. Amplitude Modulation
Introduction, Amplitude Modulation (AM), Double
Sidebanb-Suppresed Carrier (DSBSC), Single Sideband
(SSB), Vestigial Sidband (VSB) Modulation. Noise in
Linear Receivers, Noise in AM Receivers. Frequency-
Division Multiplexing.

Chapters 4 and 9. Angle Modulation

Frequency Modulation (FM), Phase Modulation

(PM).Generation of FM wave. Demodulation of FM wave.

Noise in FM Receivers. )
Tk o Vo bh o

MIDTERM 2 (75 MINUTES) —

Chapter 5. Pulse Modulation: Transition from Analog to
Digital Communication.
Sampling Process. Pulse-Amplitude Modulation (PAM).
Quantization Process. Pulse-Code Modulation (PCM).
Time-Division Multiplexing, Digital Multiplexers. Delta
Modulation.
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1.0 Chapter 6. Baseband Tranmission
Intersymbol Interference, Nyquist’s Criterion for
Distortionless Transmission, Baseband M-ary PAM
Transmission, Optimum Linear Receiver.

1.0 Chapter 7. Passband Digital Transmission
Coherent Phase-Shift Keying, Coherent Frequency-Shift
Keying, Hybrid Amplitude/Phase Modulation, Detection of
Signals with Unknown Phase. Noncoherent Orthogonal
Modulation, Differential Phase-Shift Keying.

0.5 FINAL EXAM (110 MINUTES)

Grading Policy
(1) Grades will be assigned based on the class curve.

(2) A performance around the average class performance
will earn a B-; a performance superior to the class
mean will earn a B or B+ and a very superior
performance will gain an A- or A. A performance
inferior to the class mean will earn a C and a very
inferior performance aD or an F.

HOMEWORK (including computer work) 12%

MIDTERMS 53%

FINAL EXAM 35%
EXAMS CANNOT BE MISSED.

HOMEWORK WILL BE ASSIGNED EVERY THURSDAY AND WILL BE DUE THE
FOLLOWING THURSDAY.

HOMEWORK MUST BE TURNED IN ON TIME AND CLEAN FORMAT.
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COURSE LEARNING OBJECTIVES:

The course is devoted to the study of principles of communication theory as applied to
the transmission of information. The focus is on the basic issues, relating theory to
practice wherever possible. At the end of this introductory course in communication,
student should understand and be able to apply the following to calculate and solve
engineering problems in communication area:

1) Classical method for frequency analysis: Fourier transform and Fourier Series.
2) Spectral density and correlation functions of energy signals and power signals.
3) Using various techniques to find the energy and the power of a given signal.
4) Transmission of signals through linear filters and channel.

5) Hilbert transform and its application. Concept of pre-envelope, complex envelope
and envelope and their applications.

6) Evaluating the response of a band-pass filter or channel to a band-pass signal.
7) Random processes. Transmission of a random process through a linear time invariant
system. Gaussian process. Quadrature representation of a narrow-band noise.

8) Mathematical descriptions and the spectral characteristics of: amplitude modulation,

frequency modulation and phase modulation. Frequency division multiplexing.
Demodulation of AM, FM and PM signals.

9. Effect of noise in communication systems. Noise in CW modulation system. Noise
in AM and FM receivers.

10. Sampling Theorem. Pulse-Amplitude Modulation (PAM). Pulse-Code Modulation
(PCM). Quantization Process. Time Division Multiplexing (TDM).

11. Baseband Data Transmission. Band-pass data transmission. Digital modulation
techniques such as PSK, FSK and ASK.

ASSESSENT OF STUDENTS’ LEARNING:

At the end of the semester, the effect of this course on students’ learning will be assessed
based on the following criteria:
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*The ability to apply knowledge of mathematics, science and engineering.

*The ability to design a system, component, or a process to meet desired needs.
*The ability to identify, formulate and solve engineering problems.

*A recognition of the need for, and an ability to engage in life-long learning.

*The ability to use the techniques, skills, and modern engineering tools necessary for
engineering practice.
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1.2 Text Book

Figure 1.2: Instructor own text which we used more

SIMON HAYKIN | MICHAEL MOHER

Introduction to

ANALOG & DIGITAL
EUMMUNICATIUNS

| Second Edition

Figure 1.1: Official text book

G A S

FULLERTON

EGEE 443 ‘

Hamidian
Electronic Circuits ‘
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1.3 Instructor contact information

Hamidian, Karim

Room: E-217

Phone: (714) 278-2584

Email: khamidian@fullerton.edu
Bio:N/A

Figure 1.3: Professor Hamidian, Karim

1.4 Class information

EGEE 443 - 01 Electronic Communication Systems

C5U Fullerton | Fall 2008 | Di

RETURN TO RESULTS

CLASS DETAILS

Status o Open Career  Undergraduate

Class Number 12869 Dates 8/23/2008 - 12/12/2008
Session Regular Academic Session Grading Undergraduate Student
Units 3 units Sptdn

Location Fullerton Carnpus

Instruction Mode [ Perzon
Campus  Fullerton Carpus

Class Components Dizcuzzion Required

Meeting Information

Days & Times Room Instructor Meeting Dates

TuTh 7:00PM - 2:15PM E 321 - Lecture Roorm  Karim Hamidian E";?i';?gggs-

Notes

Class Notes Enrollment restricted to those students who have met the prerequisite(s),
[See Catalog course description.)

DESCRIPTION

Prerequisites: EGEE 310 and 323 or equivalent. Principles of amplitude, angular and
pulse modulation, representative comrnunication systems, the effects of noise on systerm
perfarmance.,

Figure 1.4: Course meeting time
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2.1 Handout on random processes
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Table A11.1 Summary of Properties of the Fourier Transform

Property ' Mathematical Description
1. Linearity ' L ag () + bg(t) = aG(f) + BGy(f)
where ¢ and b are constants
1 A\
2. Time scaling glet) = |al Gk“)
where a is a constant
3. Duality If glt) = G(f),
then G(t) = g(=f)
4. Time shifting g(t ~ to) = G(f)exp(—j2nft,)
5. Frequency shifting exp(j2mf ) g(t) = G(f — f)
6. Area under g(¢) r g(t)y dt = G(0)
7. Area under G(f) g0) = J“ G(f) df
8. Differentiation in the time domain E:g(t) = 327f G f)
9. Integration in the time domain j‘ (1) dr = —— G(f) + 0 4 f
. 8T _mg . ‘_‘]277,]’ 9 a(f)
10. Conjugate functions If g(o) = G(f),
then gH () = G (—f)
. 11. Multiplication in the time domain a () g(t) = j@ G G(f — A) dh "
12. Convolution in the time domain f SNt — 1) dr= G (fHG(f)

Table A11.4 Trigonometric Identities

exp(£j6) = cosf * jsing
cosh = L[exp(jO) + exp(—;O)]

i = %},[exp( 78) — exp(—j0)]

sin?0 + cos?f = 1

cos?f — sin?@ = cos(26)

cos28 = $[1 + cos(26)]

sin?6 = $[1 — cos(20)]

2 sin@ cosf = sin(26)

sin(a = B) = sina cosB * cosa sinB
cos(a + B) = cosa cosf F sina sinff —
tana * tanf

1 ¥ tana tanB

sina sinB = ${cos(a — B) — cos(a + Bl
cosa cosB = }[cos(@ — B) + cos(a + Al —
sine cosB = 3[sin(e — B) + sin(a + B8]

tan(a = B) =

19
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3.1 HW 1

Local contents
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3.1.1 Questions

T A [chps R e

96 Representation Of Signals And Systems

rrobiem 20 [ — ;2»/? l:‘( Na) /Soctk-

t Find the Fonrier transfomm of the half-cosine pulse shown in Fig. P2 4(al

tht Apply the time-shifting property 1o the result obtained in part {a) to evaluate the spectrum
of the hall-sine pulse shown in Fig. P2.4(h)

tc) What is the spectrum of a half-sinc pulse having a duration equal to aT?

idi What is the spectrum of the negative hall-sine puise shown in Fig. P2.4(c)?

fey Find the spectrum of the single sine pulse shown in Fig. P2.4(d). f

Hinl o Al = & o [[ff_) /ﬁezf(—:,—)

el 2l
a4
. Al

/\ |
r 0 /; 0 T ‘
13 X
@) i
gl glr) :
uy i
T -7 f
' f i
0 0 T |
f -4 i
!
@ () 3

Figure P2.4

L ek # g 2
Girie  GR) = exp(-L)Fm(A0kt) ull) - Frd
Y framen Tyl of g0 FTIIVT] =T

m .
R b
2 = N N
Problem. A, Any function g(r} can be split unambiguously into an even part and an odd part.

ey gomggnren =D I = % ) Tjﬂ /7[)

The even part is defined by
[t +at—n)

{76(117‘ \
yam.— an—at—n]

¢ odd part is defined by ‘
and the odd part i 3 P p% p /f) N
( %/ﬂ/_ /'/} Vi ’7'/’7/ 7 / (4
(1 Fualuate the even and odd parts of a rectangular pulse defined by 4 J
t J{f {%/
3(11—-)4 rccl(—_[( "'l-)

- /by What are the Fourier transforms of these two parts of the pulse?

23
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24

Problem Dietermine the inverse Fourier transform of the frequency function G( /) defined
hy the nm/p}iludc and phase spectra shown in Fig. P

e g arg 1G{f))
i
1.0
x
- 1
)
f ‘ /
-w 1] w -w 0 }w

-z |
I—_

Figure P2.5
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3.1.2 Problem 2.1

3.1.2.1 part(a)

Let F (g (t)) be the Fourier Transform of ¢ (t), i.e. F (g (t)) = G (f). First we use the given
hint and note that ¢ (¢) can be written as follows

g (t) = Acos (?) rect <;>

Start by writing ’%as 2w fot, where fo = % Now using the property that multiplication
in time domain is the same as convolution in frequency domain, we obtain

G(f)=F (Acos (2mfot)) ® F (rect (;)) (1)

But

F (Acos (2nfot)) = A F (cos (27 fot))

_ A F <€j2ﬂf0t _}_2€j27rf0t>

_ f; [ (¥t g et

= ’;1 [ F(e0t) 4 (et )]

But £ (eﬂ”f“t) =6(f— fo) and F (e‘j%fot) = (f + fo)hence the above becomes

A

F (Acos (27 fot)) = 3 [6(f—fo)+ 6(f+ fo)l (2)

Substitute (2) into (1) we obtain

A

(=5

[6(f— fo) + 5(f+fo>]®F<7”€Ct (:;»

But £ (rect (%)) = T'sinc (fT), hence the above becomes

A

= D08 = fo) + 8(f + fo)l © Tsinc (f7)

F(g(t)

Now using the property of convolution with a delta, we obtain

G (f) = 4L [ sine ((f — fo) T) + sine ((f + fo) )

note: by doing more trigonometric manipulations, the above can be written as

2AT cos(mfT
G (f) = 7r(1—4f(2’1{2))
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3.1.2.2 part(b)
Apply the time shifting property g (t) <= G (f), hence g (t — tg) <= e 72"/ G (f)

From part(a) we found that / (g(t)) = 4L [ sinc ((f — fo) T') + sinc ((f + fo) T)], so in
this part, the function in part(a) is sh1fted in time to the right by amount = let the new

function be h (t) ;hence we need to multiply G (f) by e ~327f % hence
T
Flo(t-3))=Fr@
=H (f)
= et (B Lsme ((F — f) 1) + sme ((F + ) 7))

3.1.2.3 part(c)

Using the time scaling property g (t) <= G (f), hence g (at) <= ﬁG (%), and since we
found in part(b) that H (f) = e=™/T (AT [ sinc ((f — fo)T') + sinc ((f + fO)T)]), hence

b (e} = e (4 [sine (£ = ) T) + sine (£ + /) T)])

3.1.2.4 part(d)
Let f (t) be the function which is shown in figure 2.4c, we see that

f(t) =—=h(=t)
where h (t) is the function shown in figure 2.4(b). We found in part(b) that
, A
1) = e (5 Lsme (F = 1) T) + sine (7 + ) 7))

Now using the property that h(t) <= H (f) then h(—t) < ﬁH (—f) = H(—f),
hence

FAF @)} =—e™T (A [sinc (—f = fo) T) + sinc ((—f + fo) T)))

3.1.2.5 part(e)

This function, call it g; (f), is the sum of the functions shown in figure 2.4(b) and figure
2.4(c), then the Fourier transform of g; (¢) is the sum of the Fourier transforms of the
functions in these two figures (using the linearity of the Fourier transforms). Hence

Fon (1) = T (5] [sme ((f = o) T) + sine ((f + o) T)])
T (S e (~f — ) T) + sine (—f + ) )
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The above can be simplified to

F (91 (t)) = A2T (Sinc ((f + fo) T) [ejﬂfT + e—jﬂfT} + sinc((f _ fo) T) [6j7rfT + e—jﬂ'fT:|>

— AQT (sinc ((f + fo) T) [2cos (mfT)] + sinc ((f — fo) T) [2cos (7 fT)])

Hence

F (g1 (t)) = AT cos (mfT) [sinc ((f + fo) T') + sinc ((f — fo) T)]

3.1.3 Problem 2.2
Given g (t) = e 'sin (27 f.t) u (¢) find F (g (t)) Answer:

Flg)=r (eu(t) @ F (sin(2rft)) (1)
But ]
F (sin (27 fot)) = % [6(f = fe) =0 (f + fo)] (2)
and
e fu(t)) = 7@ te=2mItqt = 7 tA+a2nf) gy
{ —t(1+j527f) } 0—1
—(1+ ]27Tf) — (14 j2nf)
1
T 1+j2nf )

Substitute (2) and (3) into (1) we obtain

1

Flo(1) = ® T

?
1[ Lo ] ]
2j |[1472n(f = fo) 1+52n(f+ fe)

3.1.4 Problem 2.3
3.1.4.1 part(a)

g(t)=Arect (; — ;)

t_I
= A rect 2
rec( 7 )
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hence it is a rect function with duration 7" and centered at % and it has height A

RTUETIC) "
_9(t) —g(=t)
go_#

Hence g, = % [A rect (% — %) + A rect (%t — %)} which is a rectangular pulse of duration

2T and centered at zero and height A
9o =3 [A rect (L — 1) — A rect (% — %)} which is shown in the figure below

T 2
A
9(t)
0 T/2 T
Al2
even part of g(t)
T T
Al2
T odd part of g(t)
T
-A/2

Figure 3.1: rectangular pulse

3.1.4.2 part(b)

Flg(t) =F (A rect <t;§>>

= AT sinc (fT) e 23
= AT sinc (fT) e ™7 (2)

28



3.1. HW 1 CHAPTER 3. HWS

Now using the property that g (t) < G (f), then g (—t) < G (—f), then we write
Fg(=t)=G(=F)
— AT sinc (—fT) /™7
Now, using linearity of Fourier transform, then from (1) we obtain

Flg.(0)=F (g<t>+g<—t>>

2

[F(g(®) +F (9(=1))]

= 5 [AT sine (/) 7%/ 4 AT sinc (—fT) e™/"]

= AZT {sinc (fT) e /™1 + sinc (- fT) ej”fT}

el A

(\]

now sine (—fT) = Sinf;%T) = _Sil;(;%T) = sinc (fT'), hence the above becomes
AT si T , ,
F (ge (1)) = SH;C(JC) [ e—ImIT 4 eJ“fT}
AT si T
= s1n2c(f) [ 2cos (mfT)]

Hence

F (ge (t)) = AT sinc (fT) cos (w fT)

Now to find the Fourier transform of the odd part

g(t) —g(=t)

Jo = 9

Hence

= ; {AT sinc (fT) e ™7 — AT sinc (- fT) ej”fT}

= AQT {sinc (fT) e ™71 —ginc (fT) ej“fT}

_ AT'sinc (fT) [ e ImIT _ ej”fT}

2
_ —ATSiQHC (fT) [ejwa . 6—j7rfT]
= —AT 51211(: (FT) [ 27 sin (7 fT)]
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Hence

F (90 (1)) = —jAT sinc (fT) sin ( fT)

3.1.5 Problem 2.4
G (f) =G (f)l =)

Hence from the diagram given, we write

1xel2 -W<f<0

G(f):{lxe—j’é 0<f<W

Therefore, we can use a rect function now to express G (f) over the whole f range as

follows w w
G(f)= &2 rect (f ;/2> — e T3rect <f ;/2>

Now, noting that ¢ (t — tg) < e 72™0 and 6 (t + to) < €/?™ and W sinc (tW) < rect (%)

and noting that shift in frequency by %becomes multiplication by e‘ﬂ”%, then now we
write

Hence

9(t)= [5 (t * 72T> ® Wsine (tW) 6j2”tvzv] - [5 (t = g) @ W sinc (tW) eﬂﬂt?}
= W sinc ((t + ;T) W) e 27 (H5) % 1 sine ((t — g) W) 2 (t=3) %
= Wsinc ((t + g) W> e ITWIITWE W sine <<t - g) W) eITWit=iTW g

Hence

g(t)= We_@ (sinc ((t 4 g) W) e I™Wt _ dine ((t _ %> W) 6j7rWt>
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3.1.6 Key solution

EE 443 /%/K%/ e

CHAPTER 2

Problem 2.1

(a) The half-cosine pulse g(t) of Fig. P2.f(a) may be considered as the product of the
rectangular function rect(t/T) and the sinusoidal wave A cos(xt/T). Since

rect(%) = T sinc(fT)
A cos(3E) = Bla(r- 3o « 8(te 3]

and multiplication in the time domain is transformed into convolution in the frequency
domain, it follows that .

A 1 1
G(f) = [T sinc(fT)) ¥ .('5[6(!‘- =) + 8(f+ )]}
where rﬁ- denotes convolution. Therefore, noting that
StRe(fT) 4 6(f- 5p) = sinelT(f- 3p)]

A, 1 1
sine(fT) 3¢ 8(f+ 5p) = sinclT(f+ 0]
we obtain the desired result
_ AT 1 1
G(f) = =5 [sinc(fT- 3) + sinc(fT+ 2)]
(b) The half-sine pulse of Fig. P2.)(b) may be obtained by shifting the half-cosine pulse
to the right by T/2 seconds. Since a time shift of T/2 seconds is equivalent to multipli-

cation by exp(-JjnfT) in the frequency domain, it follows that the Fourier transform of the
ha'lf-sine pulse is

G(f) = -A—% [sine(fT- %) + sine(fTe %)]exp(-jtf'r)
(¢) The Fourier transform of a half-sine pulse of duration aT is equal to

Eg— [sinc(afT - -;-) + sinc(afT + %)Jexp(-J:afT)

(d) The Fourier transform of the negative half-sine pulse shown in Fig. P2.1(c) is
obtained from the result of part (¢) by putting a= -1, and multiplying the result by -1,
and so we find that its Fourier transform is equal to
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=iz G443 S ) P EG~ T

- W stne(eTe D + stne(fT- %)]exp(,j:f‘l‘)

(e) The full-sine pulse of Fig. P2,1(d) may be considered as the superposition of the
hal f-sine pulses shown in parts (b) and (¢) of the figure. The Fourier transform of this
pulse is therefore

G(f) = -A-Iz (sinc(fT- %) + sinc(fT+ %)][exp(-Jtﬂ')-exp(Jtﬂ)]
= -JAT[sine(fT- 3) + sinc(fT+ J))éin(afT)

sin(xfT- -;-) sin(xfT+ -;-)
= =JAT < + sin(xfT)

:ﬂ‘- 2 1”4’ ;

2 —JAT[- cos(:ﬂ‘) N cos(:fz)]sm(.ﬂ.)
7 fT- 5 ¥fT+ 3

- Jﬂ.[sin(af‘r) - 3in(2efT),
-1 3

. _ Sin(@ufT-x) _ sin(2xfT+x)
N s R = S

JAT[sinc(2fT+1) - sinc(2fT-1)]

Problem 2.2

Consider next an exponentially damped sinusoidal wave defined by (see Fig. 1) ¢
g(t)=exp{ — t)sin(2nf L hd1)
[n this case, we note that
1
sin(2nf1)= 5 [exp(j2nfe) —exp( —j2nf1)]
)

Therefore, applying the frequency-shifting property to the Fourier transform pair
we find that the Fourier transform of the damped sinusoidal wave of Fig. 1 1s

1 1 :
G(f)=5} [l + 2 f 1)) - I_;j2ﬂ(f+fe)]
~ 2xf, .
(1422 + 2nf.P
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EEZ L4 3 S #/ Jaae 3

g

o

Figure |

Problem 2.3

expl—tl ~

Ak

Damped sinusoidal wave.

{a) The even part ge(t) of a pulse g(t) is given by

8,(t) = 2alt) + g(-t))

Therefore, for g(t) = A rect(% - %). we obtain

ge(t)

%[reet(-?-rg)]

A t 1 t 1
slrect(y = 3) + rect(- T~ 5)]

which is shown illustrated below:

g(t)

ge(t)

A/2
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FE 443 [ #/ e

1e¢ odd part of g(t) is defined by

1
go(t) = 5(3(1:) - gl{=t)]

A t 1 t 1
z -2-[rect(.-r- - 5) - rect (- T~ 5)]
which is i{llustrated below:
go(t)
A
2
-T t
T

]
N>

(b) The Fourier transform of the even part is
G (f) = AT sinc(2fT)
The Fourier transform of the odd part is

Go(f) s —A—lz‘ sinc(fT) exp(-j»fT)

- % 8inc(fT) exp( jxfT)

- % sine(fT) sin(xfT)

Problem 2.4

exp( 3 !2-). -

<f<o0
G(f) =1 exp(=3 3, 0¢rgw
0, otherwl se

Therefore, applying the formula for the inverse Fourier transform, we get

. 0 w
g(t) =/ exp(y Pexp(jaaft)ds + Io exp(-3 Pexp(jaxftidt
-

Replacing f with -f in the first integral and then interchanging the 1limits of
integration:
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EE 45 S fge &

)
glt) =/ exp(-j2rft « %) + exp(Jouft - J!z-)]df
0

2/

cos{2uft- E)df

= o xX

s 2/ sin(2sft)d

[ cos(Zsre)]'
2 o
't 0

1 .
-'—t-ﬁ-eos(h\it)]

o

2
2 -

2
T sin” (aWt)
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3.2.1 Questions

IR I I prape )

Problem 2.30 Determine and sketch the autocorrelation functions of the (ollowing exponen-
tal pulses:

(2) git)=exp(—athulr)
V' (B) gly=expl—dlt)
V' (e} a(t)=exp( —athdr) —explarhd —1)

~ Problem 2.32 Determine the autocorrelation function of the sinc pulse A smq_Wt), and ‘
sketch it.

~ Problem 2.33 The Fourier transform of a sxgna] is defined by |sinc( f ). Show that the auto- “~
correlation function of this sngnal is triangular in form.

(it fimd (6% P S G LT ) ;

~ Problem 2.35 Consider a signal g(t) deﬁned by
g(t)=Aq+ A, cosQaf,t+0)+ A, cos(2nfyt +6)

(a) Determine the au‘tocorrelation function R,(7) of this signal.
(b) What is the value of R,(0)?

(c) Has any information about g(z) been lost in obtaining the autocorrelation function?

( At Mbe fre: Ppssmirtr zZ//!/A(/ )

e Ao
X)) S @ S¢) whee T Wy yuwt Shep
) Fanckom

W) AWM=t TWe o S(Y a<o

CB %&)‘ ult) & \A\%\ M a wlt) ‘\1

o W - 2 \‘\ G

3.2.2 Problem 2.30
Problem
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Determine and sketch the autocorrelation function of the following
(b) g (t) =e!
(c) g(t) = e u(t) — e u(—t)

3.2.2.1 part(b)

e t>0
g(t)= 1 t=20
e t<0

Assume a > 0 for the integral to be defined. From definition, autocorrelation of a function
g(t) is

R = [ gt)g -
Since ¢ (t) in this case is real, then ¢* (t — 7) = g (t — 7), hence
Rir)= [ gg@—r)di

—00

Consider the 3 cases, 7 < 0 and 7 > 0 and when 7 =0

case 7 > 0

a(t)

g(t—17)

Q- — —

Figure 3.2: Case 1 Part b

Break the integral over the 3 regions, {—o0,0},{0,7}, {7, 00}
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0 T 00
R (7_) _ / eatea(t—T) dt + / €_at€a(t_T)dt + / e—ate—a(t—T)dt
—o0 0 T

—aT

eQat 0
But f—ooo eatea(t—T)dt — o7 fgoo €2atdt _ e—aT@ _ e—m—M _ e T

2a 2a 2a
and [] e~ et dt = e~ [T 1dt = Te 7
672(” i _672117' —ar
and f:o efatefa(th)dt — el f:o e—2at Jr — 6a7’[ _2a]r — T [0 . ] — 62a
Hence for 7 > 0 we obtain
e~ art e ar
R — 67(17
(T) 2a T + 2a
= + Te 7
a
= e (é + 7')
case T < 0
a(t)
|
I 0 t
|
|
|
glt-z)
|
T 0 t

Figure 3.3: Case 2 Part b

Break the integral over the 3 regions, {—oo,7},{7,0},{0, o0}

T 0 o]
R(1)= / e®et=T) gt +/ e~ e t=T) gy +/ e e t=T) gt
—00 T 0

e2at T 2aT _
Now [T e%edt=7)dt = e~ [T__e2tdt = e_‘”i[ ) =e 97 [70] _ e
00 o0 2a 2a 2a
39
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and [0 e~ et dt = e~ [0 1dt = —1e™7
0 —at ,—a(t—T) at [eigat]so et [l
andfoe e dt:e —72(1:—720,(0_1):%
Hence
eCLT 6aT
R - _ —at -
(7) 2a e + 2a

When 7 =0

R (0) gives the the maximum power in the signal g (¢). Now evaluate this

0 00
R (1) :/ e“te“tdt+/ e e dt
—00 0
e le
- 2a —2a
1
a

—2at]8°

Hence

e“”(%+7’) 7>0
R(T): % T =

e (L — 7 7<0
(:-7)

a

Or we could write

R(r)= e (L= (= |r])

This is a plot of R (7), first plot is for @ = 1 and the second for a = 4
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1+a (-Abs[t])
f[t_] := Exp[a (-Abs[t])] | ———8—
a
Show[ {Plot[f[t] /.a~>1, {t, -6, 6}, PlotRange - All, PlotStyle - Red, AxesOrigin- {0, @}]}, AxesLabel -> {"t", "R(t)"},
PlotLabel - "Autocorrelation function for part(a), when a=1"]

Autocorrelation function for part(a), a=1
R(1)

T

-6 -4 -2 2 4 6
Show[ {Plot[f[t] /. a4, {t, -6, 6}, PlotRange - All, PlotStyle - Red, AxesOrigin- {0, ©}]}, AxesLabel -> {"t", "R(t)"},
PlotLabel -» "Autocorrelation function for part(a), when a=4"]

Autocorrelation function for part(a), when a=4
R(D)

Figure 3.4: final part
3.2.2.2 part(c)
g(t) =e "u(t) — e u(—t)

Assume a > 0.

Consider the 3 cases, 7 < 0 and 7 > 0 and when 7 =0
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caseT > 0 g(t)

|

|
-exp(at) u(-t) :
|
|
|
|
|

g(t-17) K
e 2Dyt — 1)

o T
—e2Du((t- 1))

Figure 3.5: Case 1 Part ¢

Break the integral into 3 parts, {—o0,0},{0,7}, {7, o0}

R)= [ gWgt-ndi+ [(g0g@-nd+ [~ gwglt-ma

— /0 _eat (_ea(t—T)) dt + /OT e—at (_ea(t—r)) dt + /]_OO e—at (e—a(t—'r)) dt

=e 7 /0 e dt — =T /OT 1dt + e*" /OO e 2t qt
—arT [62at](ioo —aT aT [eizat]:o
=e Toq Te T +e TTog
— e [1 — O} — Te T 4 0T [O — 672(”]
2a —2a
B e arT - e—at
= oq Te + 5

case T < 0
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caseT < 0

g(t) \W

t

0
-exp(at) u(-t)

g(t-1) N e 2Dyt — 1)
\

e
—e2u(-(t-1))

Figure 3.6: Case 2 Part ¢

Break the integral into 3 parts, {—oo,7},{7,0},{0, 00}

R = [ g0et-na+ [gwgu-ria+ [

—0o0

(t)g(t—7)dt

T 0 o)
— / _eat (_ea(tfﬂ-)) dt + / _eatefa(th) dt + / efatefa(tfr) dt
—o0 T 0

T 0 oo
— e—aT/ e2atdt o eaT/ 1dt =+ ea‘r/ e—2atdt
—0o0 T 0

€2at T —2at]®
— e—aT[ 2i—oo + TeaT + ea7' [6_2;0
—art [62117 - 0] + 7T 4 07 [O _ 1]
=e T 4 Te et
2a —2a
at art
"2 7 T

1
el
a
At 7 =0, we see that R (0) =%, hence the final answer is
e (l — 7') >0

R(7) = 1 7=0
6“7(5%—7) T<0

Or we could write
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R(r)=e o (1 —|7))

This is a plot of R (7), first plot is for a = 1 and the second for a = 4

1
f[t_] := Exp[a (-Sign[t] t)] [—7Sign[t] t]
a

Show[ {Plot[f[t] /.a~>1, {t, -6, 6}, PlotRange - All, PlotStyle - Red, AxesOrigin- {0, ©}]}, AxesLabel -> {"t", "R(t)"},
PlotLabel -» "Autocorrelation function for part(a),

Autocorrelation function for part(a), when a=1
)

,

Show[ {Plot[f[t] /. a4, {t, -6, 6}, PlotRange - All, PlotStyle - Red, AxesOrigin—- {0, ©}]}, AxesLabel -> {"t", "R(t)"},
PlotLabel » "Autocorrelation function for part(a),

Autocorrelation function for part(a), when a=4
R()

0.25

0.20

when a=1"]

when a=4"]

Figure 3.7: Part c

3.2.3 Problem 2.32

problem: Determine the autocorrelation function of ¢ (t) = Asinc (2Wt) and sketch it

solution:

R(r)= [g()g (t -7t

The above is difficult to do directly, hence we use the second method.

Since the function ¢ (¢) is an energy function, hence R (7) and the energy spectrum density
U, (f) of g (t)make a Fourier transform pairs.

R(r) & ¥, (f)

Therefore, to find R (7), we first find ¥, (f), then find the Inverse Fourier Transform of

U, (f), ie.
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But

and we know that

. A f
AS]HC (QWt) = Wrect (W)

Hence A
G(f)= ﬁrect <2IJ;V>

The (2) becomes

2

U, (f) = |2;1Vrect (2‘];/>
(AN f
= (2VV) rect <2VV>

But ‘rect (ﬁ) ‘2 = rect (%), since it has height of 1, so

2

Hence from (1)

Hence

R(7) = (5) sinc 2Wr)

This is a plot of the above function, for W =4, and A =1
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A=1;
W=2;

A 2
fLt_]:= (—] Sinc[Pi2Wt]
20

Show[{Plot[f[t], {t, -6, 6}, PlotRange » All, PlotStyle - Red, AxesOrigin- {@, ©}]}, AxesLabel -> {"c", "R(t)"},
PlotLabel -» "Autocorrelation function when A=1,W=4"]

Autocorrelation function when A=1,W=4

0.06)

Figure 3.8: Plot for W =4, and A =1

3.2.4 Problem 2.33

The Fourier transform of a signal is defined by |sinc (f)|. Show that R (7) of the signal is
triangular in form.

Answer:
Since

R(7) & |G (f)

Then

R(7) < |sinc (f)|?
& sinc? (f)

Hence to find R (7) we need to find the inverse Fourier transform of sinc? (f)

But

F! (sinc2 (f)) = F~" (sinc (f) x sinc (f))
= F Y {sinc (f)} @ F~ {sinc (f)}

But F ! {sinc (f)} = rect (t), hence

Ft (sinc2 (f)) = rect (1) ® rect (t)
= / rect (T)rect (t — 7)dr

—0o0
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This integral has the value of ¢ri (t) (we also did this in class) Hence

tri (1) < sinc® (f)

Hence
R (1) =tri(7)

Where tri (1) is the triangle function, defined as

1—1¢t t| <0
m‘(t):{ i i

0 otherwise

3.2.5 Problem 2.35
Consider the signal g (t) defined by

g(t) = Ag + Aj cos (2m fit 4 0) + Ay cos (2 fot + 0)

(a) determine R (7)

(b) what is R (0)

(c) has any information been lose in obtaining R (7)?7
Answer:

(a)

Take the Fourier transform of g (t) we obtain

G(f) = Ao (f)+ f‘; %0 (f = fi) + e85 (f + fo)] + “; %6 (f = f2) + "6 (f + f)]

Hence |G (f)]> = G (f) G*(f), so we need to find G* (f)

G (f) = Agé (f)+él %6 (f = f) + %0 (F + )] +122 % (f = f2) + %0 (f + f)]

So

[6(f = fa) +0(f + f2)]

[5(f—f1)+5(f+f1)]‘|’ff

G (NG (1) = A3a()+ 2

So

2

507 = F) 437+ )+ 26— 1) 467 + )
47
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2

= (A% () + Alpar [6(f = fO)+0(f+ )]+ ?F‘l O(f = f2) +0(f + f)]

4
Hence
R(r) =A%+ A??COSQﬂ'flT—f— A?gcos?ﬂfﬂ (1)
Part (b)
A A2
— A2 12
R(0) = A5+ 5 T35
1
=3 (243 + A} + 43)
part(c)

In obtaining R (7) we have lost the phase information in the original signal as can be seen
from (1) above

3.2.6 extra Problem

(a) find & (t) ® & (t) where £ (¢) is unit step function

(b)Find t£ (t) ® e™¢ (t) where a > 0

(c)find u (t) ® h (t) where h (t) = e 3'u (t) and u (t) is as shown

u(t)

4T

Figure 3.9: Extra problem

To DO
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3.2.7 Key solution

2o &) See fuddswl pege (28) L

g(t)

t
g(t-T1) e -
a({-T) .f et/
e T =N
e e (TN 4‘ —— . .t
o] T
. R .
Therefore, for >0, => K’jé(() = [%/f/%é[ —(Zj/ZL

. 0 .
R (1) = J exp(at)expla(t-t)idt
g e

T
+ [ exp(-at)explal(t-T)idt
0

+ J  exp(-at)expl-a(t-t)]dt
T

= %—5 exp(-at)+t exp(-at) + %g exp(-~at)

= (%-r 1) exp(-art)
Since Rg(-—r) = Eg(r), we may express ,Rg(T) for all 1 as follows:
1
Rg(T) = (; + 1t]) expl-alth)
which is illustrated below:

R (1)
g

0

For 1>0, we _have

E/EJ__Zﬁ B o //,“/’_// £ /‘//’[/% \Qe /d
f ] L

- ) “’AEL ~ é N Yo ]
357 4) g= ex(Calll) = g%%ult) + & wl-£) w7 “>e
Somee FlH) 1o atal fhem Ap(T) W

ak . 7 v, ) .
&ald . “&fé tealt as EVen => ,Q{) (-T)= K?CT)
= AN Sy |

PR s
(c) g(t) = exp(~at)ult)-explat)ul-t) o> v G 2o '4/%45[ :
/ /

49
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= 7
e /
g(t) -"C’LZL
1.0 . ;
- t
£ ]
.0
g(t-1
1.0-— — -
— -\w t
1.0 — — - ’
. ) T-CC [: : ,/1>’/ /
] P - '7 T /‘ Ao
Therefore, for >0, ﬁéf [f/ = / %&L///lé e, 4
: Yo
0
'Hg(r) = f explatdexpla(t-7)ldt
T
~ [ exp(-at)explal(t-r)ldt
[¢]
.
+ f exp(—at)expf—a(t—r)];jt
1
1 1 4
= 55 exp(-at)-1 exp(-at) + 55 exp(-at)
= (2o 1) explean)
= (7 - 1) =xpl-at
‘Since Rg(—-r) = Rg(r), we may express RE(T) for all 1 as follows:
RO = (G- 171 exp(-altD)
which is illustrated below: R (1)
g
i

20
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© o0
<4

;8 T N
A sinc(2Ht) <= En rect(ﬁ) = 6,/7:7/
J Since . ‘

R0 == 1605,
it {'ollows that for the given =inc pulse
2

. A
Rgar) = ——~‘rect(

e ;’)

Therefore;

N
'./

s
Rg(t) = 5 sinc(241)

which is shown illustrated below:

R (1)
g

A2/2W

Problem 2.33

J— /g—ge,
G(f) = |sinc(f)]
Therefore, ‘
6012 =

T ‘
= sincz(x’) L /ég, (/l“[:}

The function sinc2(f) represents the Fourier transform of a triangular pulse of
amplitude and width 2 secornds, centered at the origin.

o1

Therefore,
-1t i, 11 1<
R (1) =
& o, f1>1
which is illustrated pelow:
R (1)
g
1.0
T
-1 o]

unit

pir 3
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cfqgs | dep s | #wE D |ped
243 616) = PZme(f) |
(Seconsd witied)
ﬁgZN) '5*—‘9 /5/75)/ = Sinc (7"”)
2

= gmc/fa/ . Sime (|
.2

—_—

Glf) Calf,

[hene fooe @) = ) & Htr)

where 4(t) = 5@@) _ ;?I[Si‘mc (f)]: zecy

<

(2

Ry (1) = f §(z) 4(e—2)dz ;
42 NEA
| 2 I I R
) A - *
J2(T-2)
m_) =2
zTAL/} (Z+4)
%/Z/}/@Z Z?‘m/”’//’ / 7'/& 6;“/4/\- Ac’" we //Vdvz/ug\
o 7 <-1 f?gkf o
£3 () (“‘T -l T<o |
T/: 7T 0 < =2 oG
T e I R
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e e SV AL Seige. ST
2434

(a) glt) = L Ay cos(2nf1t+e)¢A2 cos(2wf2t+e)

Therefore

A
GUE) = Ay 6(r) + —5 [6(f=1 )exp(Jo)+8(fef dexp(-19)]

A
4 52 18(f=1 )exp( J8)+6 (£ Jexp(~18))

and

2,2 a7 4 :
G(NY[T = Ay 6(f) + ¢~ [6(f’-f1)+6(2‘+f1)] + [6(f—f2)+6(r+f2)]

Since Rs(t) ':—"— 'lG(f)|2

it follows that

2 2
> M Ao
Rg(r) = Ay + 5 cos(2'nf11) 7 cos(2uf21?
- , A
(b) RB(O) = Ao 3+ 5 -

(¢) We see that Rg(‘t) depends only on the dc¢ component AO' the amplitudes A1 and A2 of
the two sinusoidal components and their frequencies f‘l and f2. The phase information
contained in the phase angles of the two sinusoidal components is completely lost when

evaluating RS(T). .

23
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il

+

+ 0
ay g4 xSy :.jf £(T) € (-
ST/ ‘
B = //i.df =
[ r Ja.
S(t-T)
[

_ iia
/77”/7#0?) E\/a/&é@r/(lé ’f/L@ (ﬁ)/jﬁv//m? QMVML\QM)

T)aT

(+-T ) A7

at at l
e 5H) % e g[f/: /
T a7 o [+ —f/ ; .
1% o
' £
(e ¢z e
ZO e < s
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. £= 433 | chepler 22 prage

\
: ) :. 4 ik 7_/ ‘. /:e ’v ~ St "’» P ‘(’ =
T | e filleng il

) g‘“ng) Yy

/' EAR
A . ;/1’/[:;% é/é% : )
/ MNote 7755 ﬁ@i@w/@{e)& % am st be Még,m!ak/&

OTH ez e e Lo oo Lit Lioee 2 /feyf”zlzaf

widl el Comy & ge -

- al A o '
a <l o | e 52/ e fg -¢)
¢ | ¢
ar —al V ,f’;/({dff +aZ’
Yo = & 'sttjre Elt)= | < Yetr) b seT).

Z

‘ - alt/
. JA— <o
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| |
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Sy ) 4 | }\
§it)= dpef 1y . |
w9 ] e
S
~47 -
a) fFor <o = gl = o

b)) Foeolt < G4 T

+
rt s 3T ey
Jlit) = | 1- e AT = - - l-e
o 3 ) 2
<) Fon > 47 T\v\]
— >
trf-é'/’ 2 i
T |
[+) :/ pECp —3Z4 87 =377
g e AT = —3‘,/@ e )
t=47
-3z, 27
= e {e =
=0 J
£
2o 7 &, b, C = Gar e
[ '\77.6 ") g ’

57




3.3. HW 3 CHAPTER 3. HWS

3.3 HW 3

Local contents

[3.3.T questions| . . . . . . . . . 29
3.3.2 Problem 2.7 . . . . . . ... 61
.3.3 Problem 2.8 . . . . . . ... 62
3.3.4 Problem 2.90. . . . . . .. 63
3.3.5  Problem 2.15[ . . . . . . . . 63
3.3.6  Problem 2.17 . . . . . . . . 65
3.3.7 Problem 2.18 . . . . . . . .. 66
[3.3.8 Keysolution| . . . . . ... 68

o8



3.3. HW 3 CHAPTER 3. HWS

3.3.1 questions

7 4 3 Jon =# 3 St |7, 2009

e ey bt et A 4 <

CH. 2 / SIGNALS AND SPECTRA

2-3 The voltage across a load is given by v(f) = Ay cos wgt, and the current through the
load is a square wave,

©

0 =1, 3 [n(t-nTo>_H<t—nT0—(T0/2))]

n=—w To/2 Tp/2
where g = 27/Ty, Tp = 1 sec, Ap = 10 V, and I; = 5 mA.
(a) Find the expression for the instantaneous power and sketch this result as a
function of time.
(b) Find the value of the average power.
2-4 The voltage across a 50-() resistive load is the positive portion of a cosine wave
That is,

o(t) = {10 cos wpt, |t = nTo| < To/4
0, t elsewhere
where n is any integer.
(a) Sketch the voltage and current waveforms.
(b) Evaluate the dc values for the voltage and current.
(c) Find the rms values for the voltage and current.
(d) Find the total average power dissipated in the load.
2-5 For Prob. 24, find the energy dissipated in the load during a 1-hr interval if T -
1 sec.
2-6 Determine whether each of the following signals is an energy signal or a pow
signal and evaluate the normalized energy or power, as appropriate.
(a) w(® = IE/Ty).
) w() = II(t/T,) cos wpt.
(c) w(p) = cos® wyt.
\/ 2-7 An average reading power meter is connected to the output circuit of a transmitte
The transmitter output is fed into a 75-{) resistive load and the wattmeter rea
67 W.
(a) What is the power in dBm units?
(b) What is the power in dBk units?
(c) What is the value in dBmV units?
V/ 2-8 Assume that a waveform with a known rms value, V., is applied across a 50-
load. Derive a formula that can be used to compute the dBm value from V.
[/ 2-9 An amplifier is connected to a 50-(2 load and driven by a sinusoidal current sour
as shown in Fig. P2-9. The output resistance of the amplifier is 10 {) and the inf
resistance is 2 k(). Evaluate the true decibel gain of this circuit.

Sinusoidal
current

source
Foms =0.5mA Amplifier 500 Vims = 10 volts

j

FIGURE P2-9

29
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PROBLEMS 81

2-10 The voltage (rms) across the 300-() antenna input terminals of an FM receiver is
3.5 uVv.
(a) Find the input power (watts).
(b) Evaluate the input power as measured in decibels below 1 mW (dBm).
(c) What would be the input voltage (in microvolts) for the same input power if the
input resistance were 75 () instead of 300 £?

2-11 What is the value for the phasor that corresponds to the voltage waveform v(r) =
12 sin(wot — 25°), where wy = 200077
2-12 A signal is w(r) = 3 sin(1007rz — 30°) + 4 cos(10077). Find the corresponding pha-
SOT.
2-13 Evaluate the Fourier transform of
—al
o=15" 12
2-14 Find the spectrum for the waveform w(r) = e~ What can we say about the
width of w(r) and W(f) as T increases? [Hint: Use (A-75).]
\/ 2-15 Using the convolution property, find the spectrum for
w(r) = sin 27f;t cos 27f,t
2-16 Find the spectrum (Fourier transform) of the triangle waveform

S0 = {At, 0<1<Tp
0, t elsewhere

in terms of A and T
\/ 2-17 Find the spectrum for the waveform shown in Fig. P2-17.

w(r)
4
3
2
]_.
] I | I i
-4 -3 -2 - 1 2 3 4 r—>»
FIGURE P2-17
| ~J
\/2-18 If w(z) has the Fourier transform GO) XG’_) = W (..L “‘l) e
-2 |
YD =T jomy

find X(f) for the following waveforms.
(a) x(f) = w(2t + 2). "'3 -t £
Ay .l well_1Y (7 a) X‘éf)":—' i f)

60
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3.3.2 Problem 2.7

Problem An average reading power meter is connected to output of transmitter. Trans-
mitter output is fed into 752 resistive load and the wattmeter read 67W

(a) What is power in dBm units?
(b) What is power in dBk units?
(c) What is the value in dBmV units?

3.3.2.1 part(a)

dem = 10 loglo Pm
= 101og,, (67000)

=| 48.2607 | dbm

dek = 10 loglo Pk
= 101log;, (0.067)

=| —11.7393 | dbk
(c)
V2
P=-
R
Hence
Hence
20 loglo V - 10 loglo P + 10 loglo R
SO

201log,, V = 10log,;, 67000 + 10 log,, 75000

=1| 97.0114 dbmV
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3.3.3 Problem 2.8

Assume that a waveform with known rms value V,,,, is applied across a 50¢2 load. Derive
a formula that can be used to computer the dbm value from V,,,,

P (watt) = ‘/}{ng(;)/)

Hence

Piom = 1010g, (10° x Par)

10° x Vi3, (V)
R(Q)

=10 (10g10 10°V,7,s — logyg R)

=10 <log10 10° + logy Vs — logyg R)

Hence

When R = 502, we obtain

P = 30 + 201og,g Vims — 1010g,q 50
= 304 20log,y Vims — 16.9897
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3.3.4 Problem 2.9

v

-5 ALSSUME LML 4 wavelw

icad. Derive a formula h.u -An h (i ﬁd Lc |n1pul;- the dBm value from Vo
50.0) load and doven by a sinusoidal current soun

An |-|-||-| ifier is connected to a 2 e R
nce of the amphfier 15 1U {1 and the nj

s shown rJ|L1_-'Th

resistance is 2 k). Evaluate the true decib =] gain of this circuit,
nusoida - |
e nl J— !_
is ‘—"f]
[ T A . | Amplil = C |
' '—‘—T —_—

FIGURE P2-%

Figure 3.10: the Problem statement

P
Gain(db) = 10log;, —

Vr‘2m S
Rr,

12 R,

ms

= 10log,,

(5)
(0.5 x 10-3) x 2000
5

0

= 10log,y —
0810 95
=10 (log 10° — log,( 25)

=10(5 —1.39794)
= 36.021

3.3.5 Problem 2.15
Using the convolution property find the spectrum for w (t) = sin 27 f1t cos 27 fot

Solution:

But

F(w(t)) =F (sin2nfit) @ F (cos 27 fat)

[ (sin2nfit) = ;j G~ f)—6(f+ 1)

F(cos2mfot) = 5 (5(f = ) +3.(F + )
63
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Hence (1) becomes
F(w(t) = {21j<5(f—f1) —5(f+f1))} ® {;(5(f—f2)+6(f+f2))}
— U= 1) =5+ ) G~ f) 67+ 1) o)

Applying the distributed property of convolution, i.e. a® (b + ¢) = a®b+a®c on equation
(2) we obtain

AjF (w(t) =0 (f = )@ (f = f2)+0 (f = 1)@ (f + f2) =0 (f + /1)@ (f = f2) =0 (f + 1)@ (f + f2)

3)
Now
O(f =)@~ f2) = /M f)3(f = (A= f))d
5 (f+F2— h) /6 (A= f2)) d
o(f+fa—fr) (4)
And
6(f = f)®O(F+ o) = /M £1)0 (F = (A f2)) dA
6(f = 2= h) /6 (A= f2)) dA
6(f = 2= ) (5)
And
S(f+ )@~ f2) = /6<A+f1>6<f—<A—f2>>dA
5(f+ fa+ 1) /6 (A= f2)) dA
5 (f+fa+ ) (6)
And
5(f+ )8+ ) = /5<A+f1>5<f—<A+f2>>dA
5(f = fa+ ) /6 (A= f2)) A
O(f = f2+ f1) (7)
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Substitute (4,5,6,7) into (3) we obtain

F(w(t)):fj[é(f+f2—f1)+5<f—f2—f1>_5(f+f2+f1)_5(f—f2+f1>]

Fw®)=g350+l=f))+0(f—(f+tf)=0(f+(f2+ ) =0 (f = (f2= )]

This problem can also be solved as follows )
w (t) = sin 27 fit cos 27 fot
Using sinavcos 8 = L (sin (o — 8) + sin (a + 3)), hence
w(t) = ; (sin (27 f1t — 27 fol) + sin (27 fut + 27 fol)
= 5 6 2n (= £2)0) +sin 27 (f: + f)1)
=5 (50U = 0= ) =0+ (= )+ 5 G0 = (1) =67+ (1 + )
41{5( —(hi=f) -0+ i—f)+d(f—(fi+ ) —0(f+(fi+ f))}
;{ (f+o=f)+0(f=(f2+ 1) =o(f+ (ot /1) —0(f = (f2— f1)}
(9)
Compare (8) and (9) we see they are the same.
3.3.6 Problem 2.17
w (t) = 4 rect (D ~ 9 rect (;)
By linearity of Fourier Transform
Fw(t) =4 xF <7“ect (i)) _oxr <rect (;)) (1)
Since
r (rect (i)) — 4sine (4f)
and
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= (rect (;)) = 2sinc (2f)

F (w(t)) =4 x 4sinc (4f) — 2 x 2sinc (2f)

Then (1) becomes

=| 16sinc (4f) — 4sinc (2f)

Or in terms of just the sin function, the above becomes
sin (47 f) sin (27 f)

t) =1 —4
Fw(®) = 16— on
sin (47 f) sin (27 f)
=4 -2
mf mf
_ 4sin(4r f)—2sin(27 f)
nf

3.3.7 Problem 2.18

If w (t) has the Fourier Transform W (f) = ¢35 find X (f) for the following waveforms
(a) z (t) = w (2t +2)

b)z(t)=w(t—1)e "

(c) z(t) =w(l—1)

(
(
Answer:

3.3.7.1 Part(a)

2
w (t) &
14927 f
Then
Lo (f
2t) & =X | =
v 3x (1)
1 )
w2t+2) < =X f ei2m%(2)
2 2
Hence
1 oL .
w(2t+2) & - sz ed?mf
1 Jrf ei2nf
2\1+jnf
This can be simplified to
w2t +2) & 2(;rf_j)ej2”f
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3.3.7.2 Part(b)

j2rf
14727 f

w(t) <
w(t—1) & X (f)e 727D
w(t—1) e X (f) e/
Now Let 7" = e72™/o! ‘hence 2rfy = 1 or fy = 5=, then

w(t —1)e 2t o X (f 4 fo) 27U+

Hence
w (t _ 1) eIt & j27.r (f + fO) eI2m(f+fo)
L+ 527 (f + fo)
' 1
w(t—1)e o J2m (f T 27r> oI2m(F+35)
1+ g2 (f + 5
Jeam f+ 2m
w (t _ 1) €_jt PN .]27T (27Tf + 1) ej(27rf+l)
2 + j2r 27 f + 1)
. 472 12 ) .
wt—1)e " & J Wf:—j T cirnl i
2m 4+ jAnc f + 27
w(t—1)e o Meﬂﬂfej
—Jj+2nf+1
Hence

—7 2 f+1 j
w (t — 1) e Jt = %@J(2ﬂf+l)

3.3.7.3 Part(c)
j2rf
Y T o
w(=t) = X (=f)
Then
w(—t+1) e X (—f) >

_.]27Tf ej27rf

w(l—1t)& 1= j2nf
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3.3.8 Key solution

EE F#3  puwp3 e
/Cef Sofytrom -

Faal g ) =10 g GET) = 4Bl

@) dan= 10

(5) dBk= IOloa,—g‘!,,—D% o D’.é——) WRIY
) p Nrms Vrms

> Vm-/P = s = 70k

5 =10k (23) = Tt

l P= Vr = m
ol = 10 I (m.) 10 gy (432 = 20/ U 10ks, 0099
> ABu= 20 bg, (Vo) +13

:] PazLr iz (0.5x 159" (2x8) = Soxn*w

/D =
300\«t='75:m4 ""f"og" = 2w

J8- blo%,‘,( B ) = oy (i) = 34 B

ln

_R-18] Z wit) -.Qah(iw{-&) oS (1rfd) < 4 (a3 ()
> Win= W B[0)=[E S TR % [10(F) +F4]]
Aside: SEHRTIE) = [TEOEE)TEHA = SE+H34)

s WiS) 2(i4) [S6+5,48) +50H-6) ~SE-F45) - SIE-4]]
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EE 443 S #3 pasie >

2-17,

Wit) = W) -un ) where
u"w'(t) 44%2[[%..)

e—> W(‘F)-’(’S/Wa[%//

R
Jug) =20ealE)
WO TR W, )= 4 Sim€2f )

YT 3WEMOL = LS - 4sime 2
| 2-18)

| jnf

| @ wat) «——> ¢ f*m

irf o7
> W) < gyie—e

&) w(- ~1) %——? —I\“}?;{?-e""hf
St 2 (f1d) JU(Frk)
rtize’ wit-) «——> T\ﬂ’T(ﬂs-f%)e b

@ Uvd) 5 2 (EswWe)

. . _grr
% 9(&/ Hd#ﬁ[r o d T 14jImf
(d) wlt) €—> WF) = - i!~27r1{7; -

> rW=w(-4-)) e = ,3\’,'1,,{ e'm'F
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L& 272 H# 2 (Hrt) Tl
2.17) P~ 67y e B=50%

o P
a4 Fdbw & /ﬂ»@/d K

Pdg’”’ = /v /igmpl % /95/5( :/’%‘/fﬂ/w

C) ¢ Foe gl A &’%a (,e;,-a /%/§Z%ﬁ WZ:P ,:

2 L2 V

> Y RZow _ V peais =5 V ~ pesk
- — —_— = Dann =

aJ 2 Ve

* Lo mof ppemlize’  Ade (/@:}é/ﬂ}
9 0
P —_ %Zm - ‘/ﬂe'd/{:
T £ = “‘[ 2
/7[ PW L arne G- =5 /mé’/ 2
ﬂ/ﬁm Voo /o P }//ZM/; [démy =2 ‘% %2”0 (MV)

K}mea
D@ 5 ) 5/1/?4/» A i€ [yRiE “é!/za I
0 ZJ) = V;’&'/c % Weo S )

[
7% AN E 20 GE /m/e‘/z AC / 7%/ /7@’7/ Y J1e €

PLeL ol /%tﬂﬂ/ 7{9 7— /A
7o 7o
e ! 2 2 2
ZV, z = __fTaVZ///% :—r;/ Vo, £ gt dt
J V‘L T/V - a/z/ 2.
= W %2 V es
27, 2 (1+ trgost jol+ = - ;
vz
2 l//z" 2
of RFE) & => 5, - /’Wé - i/m

i’)“}i{&, = /ﬂvé P( ) "'/ﬂé[ V/Zfi;o)(l(/j_, _
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3.4.1 questions and hints

7
b

FE 772 W=

Problem |
diagram shown in Fig. P2.14.

Delay Delay
T T

Figure P2.14

Problem 2.

consisting of V identical stages, each with a time constant RC equal to t,.

tby Show that as N approaches infinity. the amplitude response of the cascade connect
approaches the Gaussian function exp{—{/>T*
constant T, is selected so that

Figure P2.15

Problem 5 Determine the pre-envelope g 4ir) corresponding to each of the following two

signals: T /_ fu}é
i gt =sineln) (//;?5// sbe /g//ﬂ/— &> e

ibt ytr1= [ +k cos(2nf,(1)]cos(2nf.r)

Prob# 4/) V%ﬂ/ﬁ/ /f//%my AN
e) 1f g = 20) 5t =
{9/ /7/ gé// - 5’/07;( (7[)

—>

=2

prob s )

Evaluate the transfer function of a linear system represented by the blcck

(a) Determine the overall amplitude response of the cascade connection shown in P2..3.

). where for each value of N, the time

LT
°T 4N
R R R
| Buffer ] Buffer I Buffer
¢ I amplifier ¢ T amplifier ¢ amplifier

5’1«;/0»1.0&# 4‘/

,*&g%

M/é@n///:ﬂ/ﬁj;t ,792‘44 @/ﬁt

pige

on

“

Ly ol
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3.4.2 Problem 1

Solution Using transfer function cascading, then the overall transfer function for the
system can be written as

H(f) = Hy (f) Hi (f) = [Hy ()] (1)
Where Z(5)
H, (f) = Xi
Where
il
1 W
= ot W(f)+——0(f) (2)
Where

WP =F{alt)—e(t-T)
=X ()= X(peIT

= X (f)[1 = e 72IT] 5
substitute (3) into (2) we obtain
(f) = 1 x f [1 —me} N X (0) [1 - e—j2on] .
2l = 2 (f)
! —j2nfT
= X 1 7] .
Hence
_ZU)
=5
X ()1 e
: X(f)
Hence

Hence from (1)

=

(f) - (ﬂ;f {1 _ e—jQWfT}>2

=~ L

—1 . )
= (27Tf)2 [1 — 2e7 2T 4 e‘”“fT}
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Hence

H (f) — (27"1]0)2 [267j271'fT _ 67j47rfT -1

3.4.3 Problem 2
3.4.3.1 Part(a)

Transfer function for each stage is H; (f) = () = Ti2n0

Since RC' = 1y, hence

B

Then, for N stages, the overall transfer function is

H(f)=Hy (f)Hz (f) - Hy (f)

Since they are identical stages, then the transfer function of each stage is the same, and

the above becomes N
1
H(f)=—F"
(f) (1 +j27rf7'0>

Hence the amplitude of the response is given by
1 N
H(f)=—0
1H (1)l <|1 +j27rf7'0|>

()
12 4 (27Tf7’0>2

1 N
B ((1 +47r2f273>%)
1

(1 + 42 f272)

N
2

Let 72 = 17y, the above becomes
1
HN = —"x (1)
(1+5)°
3.4.3.2 Part (b)
Let a = f?72,3 =1, then (1) becomes
1
[H (f)] = 5
(1+%)
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But limpy_,

(+%)
1
H ()] = 22
e 2
_ f27'2
=e 2
Which is what we are asked to show.
3.4.4 Problem 3
3.4.4.1 Part(a)
(a) g () = sine (1)
g+ (1) =g (t) +7g(t) (1)

Where g (t) is Hilbert transform of g (¢) defined as § (t) = g (t) ® =

G (f)=—j sgn(f) G(f)
= —j sgn(f) rect(f)

Now find the inverse Fourier transform.

I derive the above to answer problem 4 part (b). The answer is the following (please see
problem 4 part(b) for the derivation

1
g(t) = — (1 — cosmt)
mt
In the above, I used sinc () = =2 If one uses sinc (t) = #2¢ then the answer becomes
1
§(t) = 5 (1 —cost) (2)

The problem statement seems to want us to use the second definition of sinc (¢), so I will
continue the rest of the solution using (1).

Substitute (2) into (1) we obtain

1
g+ (t) = sinc (t) +j¥ (1 — cost)
sin 1 et + eIt
_sin®) L _efde”
t t 2
left —e it 1 elt + eIt
12 (‘7 MY )
left —e™t 5 1elt et
Tt 2 t ot 2
et 5 1et
Ct2 t t2)
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Hence

g+ (t) =1 (5 +¢)

3.4.4.2 Part(b)
g (t) = [1 4 k cos 27 f,,t] cos (2 f.t)

g9+ () = g () + 79 (t)
Where ¢ (t) is Hilbert transform of g (t) defined as § (t) = g (t) ® +.

i

2G(f)  [>0
G (=1 GO f=0
0 <0
But
G(f)=F [1+ kcos2m fi,t] @ F [cos (27 f.t)]
But .
F leos (@nfu0)] = 5[0(F = fo) +3.(F + )]
and

F[1+ kcos2mfut] =0 (f) +§[5(f—fm) +6(f+ fn)]
Hence (1) becomes
k 1
6 = {5+ 518 = ) 430 + £l @ 3607 = £) 4007+ £)
=5(F)® 5~ £ +5(F+ 1)
PG = ) O+ ® 3 [~ ) 5+ 1)

= 30N @I(f~ )+
SO () @8 (f+ o+
I SEY IS ARt
=) @d(f+ o)+
S ) @8(F )+
S @)

e Il e B N B N RO Y
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Hence

G(f) =30+ 1)+
o(f = fo)+
O(f = fm+ fo) +
6(f = fm—J)+
O(f+ fm+ fo)+
6 (f+ fm—[o)

e Il S =l Bl e Il NP

Hence for f > 0 ,G, (f) = 2G (f) and we obtain

G+(f):5(f_f8)+§[5(f_fm+fc)+6(f_fm_fc)+5<f+fm+fc)+5<f+fm_fc)]

Then (since carrier frequency f. > f,,), we could simplify the above, by keeping positive
frequencies f

Colf) =8 (f ~ f)+ S0 frm S5+ F— 1)

or

G (F) =6 = )+ S5 (F =+ ) +5(F = (fe = F))]

Hence

g4 (t) = et 4 (€j27r(fm+fc)t + ejQW(fc—fm)t)

(NN Il NG =]

— e]27rfct + (6]27rfmt6327rfct +6]27chte—j2ﬂ'fmt)

j2mfet J27 fimt —j2m fmt
=e [1 + 5 (6 +e )]

— pi2rfet [1 4 ]; (2 cos (Qmet))]

= 2™t [1 4 kcos (27 ft)]
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3.4.5 Problem 4
3.4.5.1 Part(a)
g(t)=14d()

i=g()o
Ry

—00

1

t—T

dr

o0

1 1

1 o0
= ﬂ_[oé(T)dT
1

it

3.4.5.2 Part(b)

And Since sgn (f) = —1 for f <0 and sgn (f) =1 for f > 0 then

2

t) =jr ! [rect (f _1|— i) —rect (f

2

G(f)=—j [—rect (f—f}l) + rect (f

Hence

—~

g

But f ! (rect <fJ1r‘ll)) = %sine (%t) e~9271t and ! (rect <

2
hence (1) becomes

(1)

_ 1 1 +j2mit
)) = 5 sinc <§t)e Jemat
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. sin Zt
But sinc (%t) = —* hence
2

_2(1 1 t)
T at\2 29T

=—(1- t
7rt< cos t)

3.4.6 problem 5

l FIGURE 2.47
-2 = o 1 2 f Problem 2.44

2.45 Consider the square wave g(z) shown in Fig. 2.48. Find the power spectral density, average
q g g ) B
power, and autocorrelation function of this square wave. Does the wave have dc power? Explain
your answer.

al v

Figure 3.11: the Problem statement

Hence

=5 (vt (2) e (1)
< ()] e (9)]

= 4sinc (4¢) + 2sinc (2t)
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n7}= Plot[4 Sinc[4 t] +2 Sinc[2t], {t, -4Pi, 4Pi},
PlotRange - All]

out7 =

10

_10 s \/ v

Figure 3.12: Plot for problem 5
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3.4.7 Key solution

L i R

xt) D b T2 4 7Y
) L - @) *’—w

The first integrator input is equal to x(t)-x(t-T). The Fourier transform of this
input signal is [1-exp(-32xfT)IX(f). The value of this transform is zero at f=0 It
follows therefore that the Fourier transform of the first integrator output is equal to

Thet 123 ) = Xfp)-X - =7)=2 W= X )i~ & 477,
) Z(-ﬁ - W— [?-exp(—JZwt‘T)]X(f) Zl) = [ ,,,4},? Y = 7 ff) - W *»L)/g//f)dzf/
Shce Wi)=o = 24)= % 5) il
P2, s therefore equal

The transfer function of the first stage of the system of

to A/é/) ’Z__[_,Q
- TET ‘d”;f -
eaffﬁ‘ d 7/5 /J 2 §/ 7@/7) . eo‘»'??;mc(

= ,;//ﬁ_ =T [1-exp( 2rfT)] = e

The second stage of the system is identical to the first stage.

function of the system is therefore ! /7//)/) - ///;i < / 4/2//’/" 'JZ/%
i eamf jéi /9/;0 ‘Wfr[ -2

[d274) 2 /dg/y/:// 2

The overall transfer

H(L) 1 3 [1-expt-j2nfT)12.
(jonf) ,

2
exp(-jonfT )[ﬂa( Jt}';:f-_axp (=JufT )1

2
= 2xp(=Jj2sfT) \V-ij':l(.—'ﬂ—)]

= T2 sine?(fT)exp(-322£T)

2 Wé&/@/
A %ﬁ/ L

7 /g/ /M/%/Zﬁ’é 2E4, W;f—a
VA 5 ), /Zéw Z2H) = A4/ . T

ﬁ?%/ / Fstr) -S04 -7) Jar, = UB)-LE-7]

> ) = pet(X22) —JITET

=> i) = £ TLER] 7%/@ S

/%//) - /4//%/ _ 7 ?/47(/ éf/j
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B () = 3735.FRC

1

l+j2mic,

wnere it is assumed that the buffer amplifier has a constant gain of one.
transfer function of the system is therefore

N
H(f) I Hi(f)

i=1

1
(1eg2xrr )"

The. corresponding amplitude response is

(L)Y = 1

[1+(2rg1,)1 7
(b) Let
2 2
@ 4:2N

Then, we may rewrite the expression for the amplitude response as

1' 2 -N/2
H(£)] = [u FET)

In the 1limit, as N approaches infinity, we have

1 > N/2
lim [1+ n—(n)'}
Nooo

fH(E) |

= expl— « 2D

2
= exp(- _1'2__)

3.4. HW 4 CHAPTER 3. HWS
Problem 2.. i
(a) The transfer function of the ith stage of the system of Fig. p2.6 1s _
(" 1

The overall
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L [ Z 7 77

f{ /' T =
Z2° e
Problem .3 _ m/‘mg /&/ /é//,,,), //405 Z’r
e e /} 5()"}
(2) g(t) = sine(y) = Sinlrt) 618) = et (F) —_—Pj«—a £
Glt)=268) =2 nect (£ -ty ) o B
We note that d
Sty = Jmcoslxt) 37‘//’-,2 L g/ma/f/‘ Z" er 4
b wt
sz‘-[f) S’/me["/‘/) (52'/7 ‘ZL yg
Therefore, }57;
A /*‘/ 8. P Sz [/)
g+(t) = g(t) + jglt) j'k zé Z
al) =8 = | Sine(?, /
_ sin(nmt) . 1-cos(mt) [) /8[)/ / [/2/
- nt nt
_ j_ - - d’)fl[ \ .
= 41 - cos(mt) - j sin(md]_”é '_ [ o — ] AT Y, , J7
! -z = | — Ser .
= JEU - exp(im)] = m[e -f:{* Jre &Mlé/z , ¢ )3 ;775) /ﬂl/a) &j.
(p) glt) = [1+k cos(ZV'fmt)]ccrs(anct) - 5’/3‘”0[“5’/7,) e
= cos(270 %) + & cos[2n(f+f )] + § cosl2n(s ~f )t]
Since the Hilbert transform of cos(27ft) is equal to sin(27mft), it follows that
;(t) = sin(?wfct) + -S- sin[?w(fc+fm)t] + % sin[21r(f‘c-fm)t]

it is assumed that fc>t‘m. Therefore,

(t)

>
k
1+ 3 exp(janmt) +

2
[1 +k cos(anmt)]exp(jZRfct)

exp(j21rfct) + %exp[ jZn(rc+fm)t] + % expl j2w( fc-fm)t:

»exp(—janmt) YJlexp( j21d'ct)
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== . W Z7 VikZa

Problen:/t _

Pnob # 4 &’zzé

| 5) oy Ao T

o 4R pprt 2
( ’:foé___’v (0) g(t) = 312 £ ,éga/&w/!% M‘//{/H glmé(//
W4 Wi 97 %’ddé '&
////ﬂr/w/’ The Hilber: transform of sin t/t is j gj::{{) /eo‘f(/) Mfd/
- 1" glr) , This s
g =g/ el : g//:w_f.m/ff ‘ .;m?‘/)f) /
R ,m[/7{ ) ",‘— ,4@01 )
) /3(4)——9;’ - >
= % {. _(T-—T:in : dt ‘\ weleie  Lime 2l /j%:'
\/ﬁm i Sl G4, #e-
1 L glewes 5 G(5) . 77 ‘%?’

S (= + +—) sin t dt .
e t=-1 ‘\‘ /49 M@ L7

. A /=
N 3//)=&:—’~M7MC{/%

RN
R 7

He note that . H .’217‘

I- sine(t)dt = 1 { Gi(f)-,d;% G'Zf/-
o :' | = 4/75(£) [mt(?"/ )+ﬂml/

erefore,

- == J”[MLZ('I yf'/ ()&,)7

! _——81: ~ dr =« 3;’ ‘A

- R RLE U gf“(wr)][ -

; sint 4 IE sin(t=t) ll '5'[4)““ g””&( g‘/m(f/”}

- T - | ] igmw (/- 23

= sin ¢t J’n 293 T gr - ces t J’ —31: L odr

Ed -

vz yﬂﬁazﬁé@_

= -7 cos ¢

obtain

— e _._.-/-/7/— 4
(G)-l(1-cos t) /’%‘” //// T (/ %%/

.'_., ct

&) %/71/ ¢ 7‘/ 0
Gt = 4/ 5&7 7 #sf[ AT =
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o il el ge =
ok #s) L+ S
(

- |

P { T

S17) = el L)y aect (L)
@ (T) = F?[%{/)j = é‘g/)':nc (4‘2‘7%,23)%/@47

Ryts) = P, = & nuts
%}L/{’) -
B(0)= [ Sp(PE = € = far
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3.5 HW 5

Local contents
3.5.1  Problem 1. . . . . . . 90

3.5.4 Problem 4. . . . . . . ... 94
[3.5.50  Key solution|

3.5.1 Problem 1

/ 1.12 The power spectral densic
of a delra funcrion a

v of a random process Xz is shown in Figure P1.12. 1

riangular component.

{a) Determine and sketch che elacion funcrion Ry(7) of X{t).

{b) What is the DC power contained in X{z)?
What is the AC power contained in X(t)?

(d) What sam

(c)

rates will give uncorrelated samples of X{t)? Are the samples statis-

Ficure P1.12

Figure 3.13: the Problem statement

3.5.1.1 Part(a)

Assuming stationary process,

Ry () < S (f)

But S, (f) =48 (f) +tri (%), hence

R.(r)=F"" <5 (f) + tri (22))
= 7 [5 (f) +tri (250())] > df

— 00

But F 1 (tm‘ (ﬁ)) = fOSiI}E;@g), and F 1 (6 (f)) = 1, hence the above becomes
90
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Hence

dc part AC part

A= —_—
R, (1) = "1 + fosinc® (for)
3.5.1.2 Part(b)

Hence DC power in X () is given 1 watt.

3.5.1.3 Part(c)
The AC power is fy watt.

3.5.1.4 Part(d)

Since R, (1) = 1 + fosinc? (fo7), we need to make this zero. But this has no real root as
solution (assuming fy > 0)

To obtain a solution, I will only consider the AC part.

Hence we need to solve for 7 in

R, (1) = fosinc® (for) =0

i.e. the AC part only.
This is zero when sinc? (fo7) = 0 or when sin (7 fy7) = 0 or when
wfor = kmw, k=4+1,£2,---.

Hence when
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3.5.2 Problem 2

L | v - - I sk 4 &
V" 1.13 A pair of noise processes my(e) and nalt) are related by

function is defined by

o - 1[ 5 0s6s2m

L0, otherwiss

——h - !

Ficure P1.13

ma(t) = myle) cos(2xft + 6) = myfe) sin(2wfe + 8)

where f, is a constant, and 8 is the value of a random variable ® whose prabability densicy

The noise process #,(f) is stationary and its power spectral densiry is as shown in Figure
P1.13. Find and plot the corresponding power spectral density of mait).

Figure 3.14: the Problem statement

(see graded HW for solution)

3.5.3 Problem 3

A random telegraph signal X (¢) charaterized by the autocorrelation function

RX (7_) o 6721/|tau|

che low-pass RC flter of Fx

tant, is @ p]iﬁd Lo f
R o elation func

‘here vis 2 cons k =
e ity and autocorr

power spectral dens
putrput.

R 5

:W

c = Qutput

Ficure P1.14

mine the

14. Deter
gu_re Pl Ehe ﬁl‘[ﬁf

tion of the random PIo

Figure 3.15: the Problem statement

Let S, (f) be the psd of the output, then
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But

0 00
— /67(2v—j27rf)d7_ 4+ /67(—2v—j27rf)d7_
—00 0
. 0 00
T(2v—j527f) T(—2v—j27f)
— [6 }—oo [6 ]0
2 — j2n f —2v — 27 f
1 -1
= :
20— g2nf  —2v—j2nf
1 1
=t ——
20— j2nf  2v+j2nf
B 4v
42+ 4r2f?

1
Now we need to find H (f). Using voltage divider H (f) = YW} — _p=i¢

X(f) — R+W
hence 1
H =
(7) j2rnfRC + 1
Hence
1
H ()] = 2
V1+ (27 fRC)
Then
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B 1
T\ 40?2 + 47?2 f2) \1+ @rfRC)?
B 4v
(4v2 + 472 f2) (1 + 4n2 f2R20?)
B 4v
4?4 402 (27 fRC)? + Am2 2 + 4w f2 (21 fRC)?
4qv
402 4 160212 f2R2C2 + 42 f2 + 1672 f272 f2R2C?

v
02+ 4022 f2R2C? 4 w2 f2 4 4t fAR2C?

Now, R, (7) is the inverse Fourier transform of the above.

3.5.4 Problem 4

1.15 A running integra

ator is defined by

o) = [0 47

; oth (1) and
ration period. B

ut, y(?) is the outpul and Tis the thEYl‘;} ragne'-t vely. Show that
where x(t) is theEmP ik c;f stationary processes X(t) an > the integrator input

cti
y{f) are sampie ulnden51w of the integrator output is T
1 ctra.
the power spe

as 5y { £
= T2 sinc(fT)Sx(f)

Sylf) =

Figure 3.16: the Problem statement

(see graded HW for solution)
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3.5.5 Key solution
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AT e
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e 473 i e

Problem 1.17
~ The autocorrelation function of X(t) is
Rx('r) = E[X(t+1 ) X(t)]

22 Elcos(2gFt + 2¢Fr —0) cos(2rFt — o))

2
4 Elcos(imFt + 2rFr - 2) + cos(2rFr)]

Averaging over ©, and noting that © is uniformly distributed over 2r radians, we get

A2
Rx(r) = 5= Elcos(2rFT)]

P
5~ I fF(f) cos(2nft) df

-0

Next, we note that Rx(r) is related to the power spectral density by

-]

Ry(t) =/ Sy(f) cos(2nft) df

-
pPourer
Therefore, comparing Egqs. (1) and (2), we deduce that the spectral density of X(t) is

42

Sx(f) = 2—-fF(f)
When the frequency assumes a constant value, fc (say), we have

21 1
fF(f) = 5(f-fc) + Eé(ﬁfc)

5{#%)*5%5}%

N

i
Z

Ao = _ A

////'///14 . §}< ()// - 7 g

19
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EE Y3 Vsl
N
502 e

- 5 /’“?///%/é)
S (F) = Twl ) = ;@ o/ Fee s e

QAT = FT [Sx(f)] .

PO N S gw(ﬁ/
<
Q‘Sﬁ) 3 v/@,/ )@/\d |
- %ﬁ [ L
(Qx[t ) — ~
s
e (75)
Loy Talt) T Fne |
ﬁxﬁ@)’; %7;% (\4) %@iﬁ
B ()

9;(./) = /j‘f[&@/j -
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EE 3 crapr - 8 S FE 3

,/ Problem /i /@

(a) The power spectral density consists of two components:

(1) A delta function §(t) at the origin, whose inverse Fourier transform is one.
(2) A triangular component of unit amplitude and width Zfo, centered at the originj;

.2
the inverse Fourier transform of this component is fo sinc (fol'). N

Therefore, the autocorrelation function of X(t) is ) -

Rx(r) =1 + Ty sincz(for)

which i3 sketched below:

o]

{
| | |
1 i {
P 0. 1 2
f

0 % £

{
J.
_ 3
£

!
1
-2 -
£
0

= cos[?n(t,l_tzn

(b) Since RX(T) contains a constant .component of amplitude 1, it follows thaﬁ the dec
power contained in X(t) is 1.

(e) The mean-square value of X(t) is given by

EX2(t)] = R, (0)

=1
+f0

The ac power contained in X(f) is therefore equal to fo.
(d) If the sampling rate is fo/n, where n is an integer, the samples are uncorrelated.
They are not, however! statistically independent. They would be statistically independent
if X(t) were a Gaussian process.
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3.6.1 Questions

360 CHAPTER 8 = RANDOM SIGNALS AND NOISE

8.35) Consider a wide-sense stationary process X () having the power spectral density Sy(f) sl
in Fig. 8.26. Find the autocorrelation function Rx(7) of the process X ().

1 o0 7 FIGURE 8.26  Problem 8.35.

8.36 The power spectral density of a random process X(t) is shown in Fig. 8.27.
(a) Determine and sketch the autocorrelation function Rx(7) of X(¢).
(b) What is the dc power contained in X(t)?
(c) What is the ac power contained in X(2)?
(

d) What sampling rates will give uncorrelated samples of X(t)? Are the samples statis
independent?

Sx(F)]

e ! Ficure 8.27 Problem 8.36.

8.37 Consider the two linear filters shown in cascade as in Fig. 8.28. Let X(¢) be a stationary pi
with autocorrelation function Rx(7). The random process appearing at the first filter o
is V() and that at the second filter output is Y(z).

(a) Find the autocorrelation function of V(z).
(b) Find the autocorrelation function of Y(2).

X)) —> |

— Y(t)
FIGURE 8.28 Problem 8.37.

8.38\\; The power spectral density of a narrowband random process X (t) is as shown in Fig, 8.29,
the power spectral densities of the in-phase and quadrature components of X(t), assu
f. = 5 Hz.

SN(][) ]
(W/Hz) |

f(Hz) "FIGURE 8.29  Problem 8.38,
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3.7.1 Questions

Broks Coxsif ?

W c(ltu-uw\' USed H\U(J %, 910
ap. 5 Problems 369

(fo)sse — /i’ = 7090 kHz — 2.225 kHz = 7087.775 kHz
a space frequency (binary 0) of
(fodsse — fa = 7090 — 2.025 = 7087.975 kHz
and a carrier frequency of
(orsk = (fodsse — (fedpen 103 = 7090 — 2.125 = 7087.875 kHz

Consequently, the SSB transceiver would produce a FSK digital signal with a carrier frequency
of 7087.875 kHz.

For the case of alternating data, the spectrum of this FSK signal is given by (5-85) and
(5-86), where f. = 7087.875 kHz. The resulting spectral plot would be like that of Fig. 5-26a,
where the spectrum is translated from f, = 1170 Hz to f, = 7087.875 kHz. It is also realized
that this spectrum appears on the lower sideband of the SSB carrier frequency (f;)ssg = 7090
kHz. If a DSB-SC transmitter had been used (instead of a LSSB transmitter), the spectrum
would be replicated on the upper sideband as well as on the lower sideband, and two redundant
FSK signals would be emitted.

For the case of random data, the PSD for the complex envelope is given by (5-90) and
shown in Fig. 5-25 for the modulation index of & = 0.7. Using (5-2b), the PSD for the FSK
signal is the translation of the PSD for the complex envelope to the carrier frequency of
"n87.875 kHz. .

5-1 An AM broadcast transmitter is tested by feeding the RF output into a 50-Q (dummy) load. Tone
modulatjon is applied. The carrier frequency is 850 kHz and the FCC licensed power output is
5000 W. The sinusoidal tone of 1000 Hz is set for 90% modulation.

(a) Evaluate the FCC power in dBk (dB above 1 kW) units.

(b) Write an equation for the voltage that appears across the 50-Q load, giving numerical val-
ues for all constants.

(c) Sketch the spectrum of this voltage as it would appear on a calibrated spectrum analyzer.

(d) What is the average power that is being dissipated in the dummy load?

(e) What is the peak envelope power?

E] An AM transmitter is modulated with an audio testing signal given by.m(t) = 0.2 sin ot +
0.5 cos wyt, where fi = 500 Hz, f, = 500 \f_ 2 Hz, and A, = 100. Assume that the AM signal is
fed into a 50-Q load.

(a) Sketch the AM waveform.
(b) What is the modulation percentage?
(c) Evaluate and sketch the spectrum of the AM waveform.

@For the AM signal given in Prob. 5-2: J ‘Mj ()wu‘ -
(a) Evaluate the average power of the AM signal. ‘l 4 /H,do N A\ % 1 (ot
. [‘ 2 6 ( “
(b) Evaluate the PEP of the AM signal. oA

5-4 Assume that an AM transmitter is modulated with a video testing signal given by
m(t) = —0.2 + 0.6 sin ;¢ where f; = 3.57 MHz. Let A. = 100.
(a) Sketch the AM waveform.
(b) What is the percentage of positive and negative modulation?
) Evaluate and sketch the spectrum of the AM waveform about f;.
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TS
_ C o0
R - .
370 /P&\/ AM, FM, and Dig:tal Modulated Systems ¢

—3( 5-5 /A 50,000-W AM broadcast transmitter is being evaluated by means of a two-tone tg
' transmitter is connected to a 50-Q load and m(¢) == A; cos wyt + A; cos 2m1
fi = 500 Hz. Assume that a perfect AM signal is generated.
(a) Evaluate the complex envelope for the AM signal in terms of A, and w;.
(b) Determine the value of A; for 90% modulation.
(c¢) Find the values for the peak current and average current into the 50-Q2 load for the 90
ulation case.
5-6 An AM transmitter uses a two-quadrant multiplier so that the transmitted signal is descy
(5-7). Assume that the transmitter is modulated by m(1 - = A,, cos @,,t, where A, is adj
that 120% positive modulation is obtained. Evaluate the spectrum of this AM signal in -

Ac, [, and f,,. Sketch your result.
/@ A DSB-SC signal is modulated by m(t) = cos ot + 2 cos 2w;f where @)
f1 =500Hz, and 4, = 1.
(a) Write an expression for the DSB-SC signal and sketch a picture of this waveform.
{b) Evaluate and sketch the spectrum for this DSB-SC signal.
(c) Find the value of the average (normalized) power
(d) Find the value of the PEP (normalized). ) Mok —
5-8 )Assume that transmitting circuitry restricts the modulated output signal to a certain pe
@ say Ap, because of power-supply voltages that are used and the peak voltage and curr’;i
sh g of the components. If a DSB-SC signal with a peak value of A, is generated by this cirad
. that the sideband power of this DSB-SC signal is four times the sideband power of a,
o ble AM signal having the same peak value, A, that :ould also be generated by thisgg,
@ A DSB-SC signal can be generated from two AM signals as shown in Fig. P5-9. Usi
matics to describe signals at each point on the figure prove that the output is a DSB-

AM
modulator
A
m(r) Osciliator
f=%
1k

ie‘ A
Y W +| Amp ) modulator
A R

Figure P3-9

VHQQ.«VH\/H »

Bandpass
output

5-10 Show that the complex envelope g(t) = m(¢) — 1(r) produces a lower SSB sig!
that m(¢) is a real signal.

S-11 Show that the impulse response of a —90° phase shift network (i.e., a Hilbert tr

V/zt. Hint:
. - jeT >
H(f) = tim | /€% /=0
a-0 je'af, <0
a>0
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5.12 SSB signals can be generated by the phasing method, Fig. 5-5a; the filter method, Fig. 5-5b; or
by the use of Weaver’s method as shown in Fig. P5-12. For Weaver’s method (Fig. P5-12)
where B is the bandwidth of m(z):

Low-pass
ﬁhgr vs(n) ve(r)
0- %— BHz
Oscillator Oscillator | y.(p) p 3 S0
=L =f+1
fi’ -2 B ﬁ" f; + 2 B * + A SSB
() output
Modulation ~90° -90°
input phase shift phase shift

vg(1)

Low-pass
filter V(1) - V(D)

-1BHz

Figure P5-12 Weaver’s method for generating SSB.

(a) Find a mathematical expression that describes the waveform out of each block on the block
diagram.

(b) Show that s(¢) is an SSB signal.

n SSB-AM transmitter is modulated with a sinusoid m(t) = 5 cos w;¢, where @w; = 27f;,

1 = 500 Hz, and A, = 1.

(a) Evaluate m ().

(b) Find the expression for a Jower SSB signal.

(c) Find the rms value of the SSB signal. &

(d) Find the peak value of the SSB signal. ~~

(€) Find the nonmalized average power of the SSB signal. ¢~

(f) Find the normalized PEP of the SSB signal.

5-14 An SSB-AM transmitter is modulated by a rectangular pulse such that m(z) = II(#/T) and
A, = 1.
(a) Prove that

2+ T
2~-T

1
Mty = —In
z

as given in Table A-7.
(b) Find an expression for the SSB-AM signal, s(z), and sketch s(z).
(c) Find the peak value of s(r).
5-15 For Prob. 5-14:
(a) Find the expression for the spectrum of a USSB-AM signal.
(b) Sketch the magnitude spectrum, |S(f).
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5-16 A USSB transmitter is modulated with the pulse

() = sin zat

i) mat
(a) Prove that

sin?[(za/2)t]

O = e

(b) Plot the corresponding USSB signal waveform for the case of A. = 1, a = 2, and
fe = 20 Hz.
5-17 A USSB-AM signal is modulated by a rectangular pulse train:

m@)= > TI[(t — nTp)/T]
n=—2
where Tp = 2T. :
(a) Find the expression for the spectrum of the SSB-AM signal
(b) Sketch the magnitude spectrum, [S(f)].
___) 5-18) A phasing-type SSB-AM detector is shown in Fig. PS-18. This :ircuit is attached to the IF out-
put of a conventional superheterodyne receiver to provide SSB reception.

Ay A B I3
L o LN S0 ) Lineym fnvut"%'“bw ™ |
A B* Ehl
c -
________’<§§z> —»  LPF
lCn\n“\'
D Oscillator
455 kHz
I
-90° AN
- iM
ES‘\!\N,.* ~
F [
LPF -90° phase shift |
LA L2
N Vs A
- %M X e Sy ¥ *Figure P5-18
>

“ (a) Determine whether this detector is sensitive to LSSB or USSB signals. How would the de-
tector be changed to receive SSB signals with alternate (opposite type of) sidebands?
(b) Assume that the signal at point A is a USSB signal with f. = 455 kHz. Find the mathemat-
ical expressions for the signals at points B through 1.
~{c) Repeat part (b) for the case of an LSSB-AM signal at poin- A.
(d) Discuss the IF and LP filter requirements if the SSB signal at point A has a 3-kHz band-
width.
5-19 Can a Costas loop, as shown in Fig. 5-3, be used to demodulate an SSB-AM signal? Demon-
strate that your answer is correct by using mathematics.
\j" 5-20 A modulated signal is described by the equation

s(t) = 10 cos[(27 X 108)r + 10 cos (27 X 1031)]
Find each of the following.
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(a) Percentage of AM.
(b) Normalized power of the modulated signal.
(¢) Maximum phase deviation.
(d) Maximum frequency deviation.
=i 5-21 A sinusoidal signal, m(t) = cos 27,1, is the input to an angle-modulated transmitter where the
carrier frequency is f = 1 Hz and f,, = f./4.
(a) Plot m(z) and the corresponding PM signal where D, ==
. (b) Plot m(r) and the corresponding FM signal where Dy = z.
V522 A sinusoidal modulating waveform of amplitude 4 V and a frequency of 1 kHz is applied to an
FM exciter that has a modulator gain of 50 Hz/V.
(a) What is the peak frequency deviation?
(b) What is the modulation index?
5-23 An FM signal has sinusoidal modulation with a frequency of f,, = 15 kHz and modulation in-
dex of 8 = 2.0.
(a) Find the transmission bandwidth using Carson’s rule.
(b) What percentage of the total FM signal power lies within the Carson rule bandwidth?
'{ ¥ S5-24 An FM transmitter has a block diagram as shown in Fig. P5-24. The audio frequency response
‘( is flat over the 20-Hz to 15-kHz audio band. The FM output signal is to have a carrier frequency
of 103.7 MHz and a peak deviation of 75 kHz.

FM
output

FM exciter Bandpass X8 Class C
fC = 5.00 MHz filter Frequency multiplier amplifier

=
Oscillator

%=

Figure P5-24

(a) Find the bandwidth and center frequency required for the bandpass filter.
(b) Calculate the frequency f; of the oscillator.
- (c) What is the required peak deviation capability of the FM exciter?

5-25 Analyze the performance of the FM circuit of Fig. 5-8b. Assume that the voltage appearing
across the reversed-biased diodes, which provide the voltage variable capacitance, is v(r) = 5 +
0.05m(r), where the modulating signal is a test tone, m(t) = cos @t, @ = 2zfi, and f; = 1
kHz. The capacitance of each of the biased diodes is C; = 100/41 + 2v(¢) pF. Assume that
Co = 180 pF and that L is chosen to resonate at 5 MHz.

(a) Find the value of L.
(b) Show that the resulting oscillator signal is an FM signal. For convenience, assume that the
\/ peak level of the oscillator signal is 10 V. Find the parameter Dy.

5-26 A modulated RF waveform is given by 500 cos{w.t + 20 cos wif], where w; = 2xf,
fi = 1kHz, and f; = 100 MHz.

(a) If the phase deviation constant is 100 rad/V, find the mathematical expression for the cor-
responding phase modulation voltage m(r). What is its peak value and its frequency?

“(b) If the frequency deviation constant is 1 X 106 rad/V-s, find the mathematical expression
for the corresponding FM voltage, m(t). What is its peak value and its frequency?

(¢) If the RF waveform appears across a 50-Q load, determine the average power and the PEP.
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\/5-27 Given the FM signal s(¢) = 10 cos [w.t + 100 {" . m(c) der], where m(t) is a polar squar
wave signal with a duty cycle of 50%, a period of 1 s, and a peak value of 5 V.
(a) Sketch the instantaneous frequency waveform and the waveform of the corresponding Fl
signal (see Fig. 5-9).
(b) Plot the phase deviation 8(¢) as a function of time.
(c) Evaluate the peak frequency deviation.

5-28 A carrier s(t) = 100 cos(2x X 10°) of an FM transmitter is modulated with a tone signal. F
this transmitter a 1-V (rms) tone produces a deviation of 30 kHz. Determine the amplitude a
frequency of all FM signal components (spectral lines).that are greater than 1% of the unmo
ulated carrier amplitude for the following modulating signals
(a) m(t) = 2.5 cos(3x X 10%).

(b) m(t) = 1 cos(6x X 10%).
5-29 Referring to (5-58), show that
J—n(ﬂ) = (—1)”111(,3) .
5-30 Consider an FM exciter with the output s(r) = 100 cos[271000r + 8(¢)]. The modulation
m(t) = 5 cos(278¢) and the modulation gain of the exciter i: 8 Hz/V. The FM output signal
passed through an ideal (brickwall) bandpass filter which has a center frequency of 1000 Hz
bandwidth of 56 Hz, and a gain of unity. Determine the normalized average power:
(a) At the bandpass filter input.
(b) At the bandpass filter output.

5-31 A 1-kHz sinusoidal signal phase modulates a carrier at 146.52 MHz with a peak phase dev
tion of 45°. Evaluate the exact magnitude spectra of the PM signal if A, = 1. Sketch your
sult. Using Carson’s rule, evaluate the approximate bandwidth of the PM signal and see if ir
a reasonable number when compared with your spectral plor.

5-32 A 1-kHz sinusoidal signal frequency modulates a carrier at [46.52 MHz with a peak deviat
of 5 kHz. Evaluate the exact magnitude spectra of the FM s.gnal if A, = 1. Sketch your res
Using Carson’s rule, evaluate the approximate bandwidth of the FM signal and see if itisar
sonable number when compared with your spectral plot.

5-33 The calibration of a frequency deviation monitor is to be ver:fied by using a Bessel function t
An FM test signal with a calculated frequency deviation is 2enerated by frequency modulat
a sine wave onto a carrier. Assume that the sine wave has a frequency of 2 kHz and that
amplitude of the sine wave is slowly increased from zero w.ntil the discrete carrier term (at
of the FM signal reduces to zero, as observed on a spectrim analyzer. What is the peak
quency deviation of the FM test signal when the discrete currier term is zero? Suppose that
amplitude of the sine wave is increased further until this discrete carrier term appears, reac
a maximum, and then disappears again. What is the peak fre quency deviation of the FM test ¢
pal now?

5-34 A frequency modulator has a modulator gain of 10 Hz/V and the modulating waveform is

0, r<<?

5, 0<r<]
@ m(t)y =415 1<r<3

7, 3<tr<4
0, 4<¢

(a) Plot the frequency deviation in hertz over the time interval 0 < r < 5.
(b) Plot the phase deviation in radians over the time intérnal 0 < ¢ < 5.
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3.9 HW 9

Local contents

3.9.1 Problem 5-5l. . . . . oo 118
[3.9.2 Problem 5-8. . . . . . ... 121
(3.9.3  Problem 5-131 . . . . . . . . . 122
3.9.4  Problem 5-18 . . . . . . . ..o 124
[3.9.5  Keysolution| . . . . . . ... 127
3.9.1 Problem 5-5
]
5.5 A 50.000-W AM broadcast transmitter is being evaluated by means of a two-tone 10:‘1 The u:n,l
mitter is connected to a 50-Q load, and m(r) =A; cos et ¥ Ay o5 2unt, Wy
fi = 500 Hz. Assume that a perfect AM signal is generated.
(a) Evaluate the complex envelope for the AM signal in terms of A; and @;.
(b) Determine the value of A; for 90% modulation. _ B - . the 90%
(cj Find the values for the peak current and average current into the 50-€) load for the
modulation case.
Figure 3.18: the Problem statement
3.9.1.1 part(a)
in-phase component
s(t) =A. (14 kym(t)) cosw.t
Assume k, = 1 in this problem. m (t) = A; (coswit + cos 2wqt), then s (t) becomes
in-phase component
s(t) = Ac (14 A (coswit 4 cos 2w t)) cos wt (1)
But s (t) can be written as
s(t) = sy (t) coswet — sq (t) sinw,t (2)

Where sy () is the inphase component and sg (¢) is the quadrature component of s (t).
Compare (1) to (2), we see that

sp(t) = A.[1+ A; (coswit + cos 2w t)]
sq(t) =0
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Now, the complex envelope 5 (t)of s (t) is given by
§(t) = s1(t) +7sq (1)
Hence replacing the value found for s; (t) and sq (t) we obtain
5(t) = A, [1 + A; (coswit + cos 2w t)] (3)

Now, we can find A, since the average power in the carrier signal is given as 50000 watt

as follows ,

A
Pav carrier — —<_ = 50000
~ 2 (50)

Hence

A, = /100 x 50000 = 2236.1volt

Then (3) becomes
§(t) =2236.1[1 + A (coswit + cos 2w t)] (4)

The above is the complex envelope in terms of A; and w; only as required to show.

3.9.1.2 part(b)

Am X Amin
p= (5)
Amax + Amin
Need to find angle at which coswt + cos 2wt is Max and at which it is min. then Let
A = coswit + cos 2wt

We see that when wit = 27, then A =1+ 1 = 2, hence
Amax = Ac (1 4+2A4;)

Need to find A,,;, hence we need to find A,,;, For this case we must use calculus as it is
not obvious where this is minimum

0A . .
e =0 = —w; sinwt — 2wy sin 2wyt
0 = —wy sinw;t — 2wy (2sin (wyt) cos (wit))
= —w; sinwyt — 4wy sin (wqt) cos (wit)
- ¢
5 = cos (wit)

Hence w;t = cos™* (%) — wit = 104.477° (using calculator). hence

Apnin = €OS (104.4770> + cos (2 X 104.4770)

= —0.2499 — 0.875
=—1.1249
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Then Apin = Ac (1 —1.1249A4,), so from (5) above

o Amax - Amin
H= Amax + Amin
0 Ac(1+24)) — A (1-1.12494,)

Ao (1+2A7) + A, (1 —1.12494,)
(1+42A;) — (1 —1.12494,)
(1+2A1) + (1 —1.12494,)
1424, — 1+ 1.12494,

1+2A, +1—1.12494,

3 12494,
24 0.87514,
Hence
1.840.9(0.87514,) —3.94; =0
1.8—-23A4,=0
Then
Ay =0.770

3.9.1.3 part(c)

Since

Apax = Ac (14 247)
=2236.1(14+2x0.77012)
= 5680. 2 volts

Then from Ohm’s law, V = RI,

<

max

Imax =
R
56802

50
= 113.6 amps

Since mean voltage is zero, then average current is zero.
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3.9.2 Problem 5-8

5-8 Assume that transmitting circuitry restricts the modulated output signal to a certain peak value,
say. Ay, because of power-supply voltages that are used and because of the peak voltage and
current ratings of the components. If a DSB-SC signal with a peak value of A, is generated by
this circuit, show that the sideband power of this DSB-SC signal is four times the sideband pow-
er of a comparable AM signal having the same peak value A, that could also be generated by
this circuit.

Figure 3.19: the Problem statement

answer For normal modulation, let
Sam (t) = Ac (1 +m (1)) cosw,t

Maximum envelop is 24, (i.e. when muyax (t) = 1), this means that A, = 24,

But

carrier side band

Sam (t) = Ascosw .t + Aom (t) cosw,t

2 A2
. . . . .1 [(A o
So max of sideband is A, or %. Hence maximum power of sideband is 3 (7’7) = < and

for DSB-SC, where now use A, in place of what we normally use A, then we obtain
s (t) = Apm (t) cosw,t
Hence maximum for sideband is A2
Hence we see that power of sideband of DSB-SC to the power of sideband of AM is
i

AL
8

=4
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3.9.3 Problem 5-13

-ach block on the block
1 yaveform out of each D
| expression that describes the W aveform ¢
=ind a mathematical EXPressis
(a) Find a1

diagram.
(b) Show thal
5.13 An SSB-AM transmitter 18 modul
_ f, = 500 Hz, and A, = 1.
) Evaluate /(1) n -
([b.l Find the expression for a lower E.-,S‘Bim.:nu
(¢) Find the rms value of the SSk_B sw;r.a‘..l
(d) Find the peak value of the S.‘ﬂ% s.\:__nj:,lhc —
(¢) Find the normalized average power Of | ) g
5 i i & t 5B signa
(f) Find the normalized PEP of the SSB s1g

5.14 An SSB-AM transmitter

A=
{a) Prove that

- nq P -3
t s(1) is an SSB signal. 4 m(r) = 5 cos anl where @ = 271
L a nusoiL mil) — = :
ated with a si

| o et 5 rey = TI(t! and
] L \ = TT1(t T) an

Jated by a 1€ \.,ld1.'.._ULl1r.l| l,‘LlI‘-.C SLlCh that m(r)

is modulated -U)

1 |2+ T
m) = --mlwi___-r!
O S |

Figure 3.20: the Problem statement

3.9.3.1 part(a)

m (t) = b coswt
m (t) is Hilbert transform of m (¢) defined as m (t) = /m (T) #=dr. Or we can use the

frequency approach where 7 (t) = F 1 [—j sign (f) M (f)] where M (f) is the Fourier
transform of m (t). We can carry out this easily, but since this is a phase 90 change, and
m (t) is a cosine function, then

m (t) = 5sinwt
3.9.3.2 part(b)

sssp (1) = Ac[m (t) cosw.t F M (t) sin w,t]
Where the negative sign for upper sided band, and positive sign for the lower sided band,
hence
spssp (1) = Ae[m (t) cosw t + 1 (t) sin wt]
= HA. [cos wit cos w.t + sin wyt sin w,t]
= 5A.[cos (we. — wy) t]

We can plug in numerical values given

spssp (t) = b[cos (w. — wy) t]
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3.9.3.3 Part(c)
To find the RMS value of the SSB, pick the above lower side band. First find P,,.

spssp (t) = blcos (w1 — we) t]
Hence

RM S value of signal = i

V2

= 3.5355 volt

3.9.3.4 part(d)

Then maximum of 5 [cos (w; — w,) ] is when cos (w; — w,) ¢t = 1, hence

SLSSBuay (1) = Dvolt
3.9.3.5 part(e)

1
PaU:*Az
2
—1><25
2

= 12.5watt

3.9.3.6 Part(f)

1
PEP = 53%55&,]“ (t)

52
T2
= 12.5 watt
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3.9.4 Problem 5-18

5-18\ A pha-s;inﬂ-tvpe SSB-AM detector is shown in Fig. P5-18. This circuit is attached to the IF out-
o -ty /

= put of a conventional superheterodyne receiver to provide SSB reception.

c
A_‘-@}i LPF
D Oscillator
455 kHz

Y

Audio
1 output

LPF | -90° phase shift

Figure P5-18

(a) Determine whether this detector is sensitive to LSSB or USSB‘signals‘ Hov_v would-ihe de-
tector be changed to receive SSB signals with alternaFe (opposmte_ type OQ s1debands},]cmari
(b) Assume that the signal at point A is 2 USSB signal with f, = 455 kHz. Find the mat
ical expressions for the signals at points B thm_ugh L .
(c) Repeat part (b) for the case of an LSSB-AM signal at p_mnl A.
(d) Discuss the IF and LP filter requirements if the SSB signal at

width.

point A has a 3-kHz band-

Figure 3.21: the Problem statement

3.9.4.1 part(a)
This is a detector for USSB (Upper side band). i.e.

s(t) = A. (m (t) cosw.t — M (t) sinw,t)

Note, I wrote A, and not %¢ in the above. As long this is a constant, it gives the same
analysis.

The reason is because at point H the signal is —%m (t) and at the C point the signal is
+3m (t) , hence due to subtraction at the audio output end we obtain m (t). To receive
LSSB, we should change the sign to positive at the audio output end.

3.9.4.2 part(b)
s(t) = A. (m (t) coswt — M (t) sinw,t)
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at point B

local oscillator

sp(t) =s(t)* A, coswet

A A (m(t) coswet — 1 (t) sinw,t) cos w,t

A A, (m (t) cos® wet — 1 (t) sin w,t cos wct)

/
C
/
(&

= ALA, ( (t) ( ;cos 2wct> - ;m (t) sin Qth)

low pass high pass high pass
ALA, ALA, AAe
= C2 m(t) + 02 m (t) cos 2wt — 02 m (t) sin 2wt
at point C, after LPF we obtain
() = Aa "
at point F we have
sy (t) = s(t) A, sinw,t
= A A, (m (t) coswet — i (t) sin w,t) sin w,t
= A A, (m (t) cos (wet) sin (wet) — 17 (t) sin® wct)
A

= A A, <m (t) ;Sin (2w.t) —m (t) (; — ;cos 2wct)>
(

A A,
= 62 m (t) sin (2w.t) — 1 (t) (1 — cos 2w, t))
at point G after LPF
AA,
(0 = 2o 1)
at point H after —90° phase shift
A A,

su (1) = +=5=m (1)

at point I, we sum sy, (t) and s, (), hence s; (t) = A;Acw + %m (t) = A Am (1)

3.9.4.3 Part(c)
s(t) = A (m(t) coswet + M (t) sinw,t)

This the same as part (b), except now since there is a sign difference, this carries all the
way to point I, and then we obtain

AA,
5 M (t)=20

This if this circuit is used as is to demodulate an LSSB AM signal, then the signal will be

lost. So, instead of adding at point I we should now subtract to counter the effect of the

negative sign.

o, m(t)
S; (t) —ACAC 5
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3.9.4.4 part(d)

Since SSB has bandwidth of 3kH z then this means the width of upper (or lower) band is
3khz. This means the signal has 3khz bandwidth. This diagram shows the LPF requirement

-455-3 _455khz 455+3
Upper band SS 455
signal

Frequency fin khz

-455khz -3 +3 455
LPF

Showing the Low Pass Filter requirement for use with LSSB demodulation

Figure 3.22: Low pass filter

Hence LPF is centered at zero frequency and have bandwidth of 3khz (may be make it a
little over 3khz band width?)

The IF filter is centered at 455+ (%) for the upper band of the positive band, and centered
at —455 — (%) for the upper band of the negative band. (i.e. for the USSB).

For LSS B, IF should be centered at 455 — (%) for the lower band of the positive band,

and centered at —455 + (%) for the lower band of the negative band. (This works if there
is a guard band around 455, small one, to make the design of IF possible).
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3.9.5 Key solution
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3.10 HW 10

Local contents

10.1 1 24 132
13.10.2 Part(b)l . . . . . . 133
[3.10.3 Problem 5201 . . . . . . . . .. 134

10.4 Problem 5.220 . . . . ... 135

10.5 Problem 5.241 . . . . ... 137

.10.6 Problem 5.26] . . . . . ... 138
[3.10.7 Key solution| . . . . . . . . ... 141

3.10.1 Problem 3.24

e Yurf t 4+ d
noncoherent carrier A, cos( 27/, d)roa

4 l‘ - . y . h 2
P 'T ; pPoOSsIic Wave 11 tamed by adg gd
» C ‘I\'Il.ikl a ol 1 1ng .

1 ]PP 1C¢ o an 1deal en I P " eCtor,

DSB-SC wave cos(2mf.t)m(t). T his composite wave
Find the resulting detector output for
I

(a) & 0

1 p ]
(b) & # 0 and |m(1)] << A /:

Figure 3.23: the Problem statement

s1(t) = Ag cos (wet + @)

DSB-SC signal is

o (t) = m (t) cos (w,t)

Hence by adding the above, we obtain

s(t) =m(t) cos (wet) + Ae cos (wet + @)

The above signal is applied to an ideal envelope detector. The output of an envelope
detector is given by

Since s (t) is a bandpass signal, we need to first write it in the canonical form s; () cos (w.t)—
5¢ (1) sin (w.t)

Using cos (A + B) = cos Acos B — sin Asin B, then we have
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s(t) = m(t)cos (wet) + A.[cosw,t cos ¢ — sin w,t sin @]
= [m () + A, cos @] cos (wet) — A sinw,t sin ¢

Hence we see that

s;(t) =m(t) + A.cos ¢
sg(t) = Acsing

Now we can start answering parts (a) and (b)

3.10.1.1 Part(a)
When ¢ = 0, then

Hence

a(t) =/[m(t) + AJ? + 02
=m(t) + A.

3.10.2 Part(b)
When ¢ # 0 and |m (t)] << 4¢

VIm ( + [A, sin ¢
= /[m?

t) + A2+ 2A.m (t)] + [AZsin? ¢

Since |m (t)| << 4¢, then m? (t) + A2 4+ 2A.m (t) ~ A? hence

a(t) ~ /A2 + A2sin’ ¢
= A.\/1+sin?¢
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3.10.3 Problem 5.20

5-20 A modulated signal is described by the equation

s(1) = 10 cos[(27 X 108)¢ + 10 cos (27 X 10°) ]
Find each of the following:
(a) Percentage of AM.
(b) Normalized power of the modulated signal.
(¢) Maximum phase deviation. h
(d) Maximum frequency deviation.

Figure 3.24: the Problem statement

3.10.3.1 Part(a)

An AM signal is s (t) = A.[1 + p m (t)] cos (2w f.t + 60 (t)). Now compare this form with
the one given above, which is s (t) = A.cos (2mf.t + 6 (t)). We see that u = 0, i.e. no
message source exist. Hence percentage of modulation is zero.

3.10.3.2 Part(b)

1

Pcw = 7A2
2 C

But A, = 10, hence
1
p, 10
2
= b0watt

3.10.3.3 Part(c)

From the general form for angle modulated signal

s (t) = cos (wet + 6 (t))

Looking at
Total Phase

27 fe o(t)

s(t) = A.cos (27r X 108)25 + 10 cos (277 X 10315)

Phase deviation is
0 (t) = 10 cos (27r X 103t>
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Which is maximum when cos (27 x 103%) = 1Hence maximum Phase deviation is 10
radians.

3.10.3.4 part(d)

Now, we know that the instantenouse frequency f; is given by

1 d
fi(t) = o (total phase)

1 d

_ 217rdt (27 f.t + 10 cos (27 x 10%)]

= fo—10(10%) sin (27 x 10%)

The deviation of frequency is the difference between f; and the carrier frequency f.. Hence
from the above we see that the frequency deviation is

Af=fi—f
- 10 (103) sin (27r X 10%)

So, maximum A f occures when sin (27 x 10%t) = —1, hence

max (Af) = 10* Hz

3.10.4 Problem 5.22

§5-22 A sinusoid |
>~22 usordal modulating waveform f Y
- £ wa 1 amp X frequen 1}
s § ) iphitude 4 V and frequency | kHz is applied to an FM
CXxciter that has a modulator gain of 50 Hz/\ '
(@) What is the peak frequency deviation?
(b) What is the modulation index?

Figure 3.25: the Problem statement

The modulating waveform is m (¢) Hence (I am assuming it is cos since it said sinusoidal)

m (t) = Ay, cos (27 fint)
= 4 cos (20007t)
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Since it is an FM signal, then

o(t)

t
s(t) = A, cos |wt + 27rk:f/ m () dz
0

Where k; is the frequency deviation constant in cycle per volt-second. The gain here means
the frequency gain, which is the frequency deviation (deviation from the f. frequency).
Let Af be the frequency deviation in Hz, then

1 d
= 5%9 (t)

= k’fm (Zf)
= ky [4 cos (20007t)]

3.10.4.1 Part(a)

max Af is

(Af)max = 4kf

But k; = 50 hz/volt, hence

(Af) max = 4 x50

= 200hz
3.10.4.2 Part(b)
Modulation index
A
6 — ( f)max
fm
~ 200
~ 1000
=0.2
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3.10.5 Problem 5.24

5
524 An FM transmitter has the block di: igram shown in Fig.

Is flat over the 20-Hz-to-15-kHz audio b and. The FM o
of 103.7 MHz and a peak deviation of 75 kHz.

(@) Find the bandwidth and center frec
(b) Calculate the Irequency £,
(¢) What is the required peak

> 2
g. P5-24, The audio frequency response
utput signal is to have a carrier frequency

juency required for the bandpass filter.

of the oscillator.,
deviation capability of the FM exciter?

I\h\mr Bandpass
\lil\lllf

filter

| xs | |

. ’(.
I'Il\ilun y ( lass C
multiplier :m;l!rlm

lel’ Mor
f‘

Figure P5-24

Figure 3.26: the Problem statement

t
s(t) = A.cos (27rfct + 27rk:f/ m (z) d:v)
0
We are told the carrier frequency has f. = 103.7 Mhz, but there is a multiplier of 8, and
hence the center frequency of the bandpass filter must be % of the carrier frequency. i.e.
center frequency of the bandpass filter is %103.7 = % = 12.963

Since peak deviation is 7bkhz, which means the deviation from the central frequency has

maximum of 75khz, then

% = 9.375 khz

Hence bandwidth from center of frequency of bandwidth filter is 9.375 but we need to add
frequency width of the audio which is 15000 — 20 = 14980 Hz on both side, hence

Bandwidth of BPF is 9.375 x 10® + 14980

3.10.5.1 Part (b)
To do
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3.10.6 Problem 5.26

5-26 A modulated RF

wavetorm is given by 500 coslew.r + 20 cos ant
/i I kHz, and f 100 MHz. |

» Where
(a) If the phase deviation constant 1s 100 rad/v

Y -
-

find the mathe .

. ematical expression for the co
' ; : ne Cor-
responding phase modulation voltage m(1). W | 1l
(b) If the frequency deviation constant is 1

hat is its peak value and its frequency
for the corresponding FM voltage m(1)

< 10% rad/V-s, find the mathematical expression
What is its peak value

- g aK value and its frequency?

(¢) If the RF waveform appears across a 50- e

£} load, determine the average power and the PEP

Figure 3.27: the Problem statement

s(t) = A, cos (wet + 20 cos wit)
where A, = 500, f; = 1khz, f. = 100M hz

3.10.6.1 Part(a)

The general form of the above PM signal is

phase deviation
—

s(t)=A.cos |wt+  kym(t)

Where k,m (t) is the phase deviation, and k, is the phase deviation constant in radians
per volt. Hence we write

k,m (t) = 20 cos wqt
Then

20 cos wit
m ="
P

But we are given that k, = 100 rad/voltage and f; = 1000hz, then the above becomes
m (t) = 20 cos (20007t)

100
= 0.2 cos (20007t)

its frequency is 1 khz and its peak value is 0.2 volts
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3.10.6.2 Part(b)
The general form of the above FM signal is

s (t) = A.cos (wct + kg /Otm (x) da:)

Where k; is the frequency deviation constant in radians per volt-second

Hence
t
kf/ m (z) dx = 20 cos wit
0
Solve for m (t) in the above, given that k; = 10°radians per volt-second, hence

¢
kf/ m (x) dx = 20 cos wqt
0
t

20 cos (20007t)
/0 m (z)dr = TG

Take derivative of both sides, we obtain

m(t) = 12(?6 [— sin (20007t) x 20007]

20 x 20007
BT
— —0.126 sin (20007t)

sin (20007t)

Hence its peak value is 0.126 and its frequency is 1 khz

3.10.6.3 Part(c)

50
1

342

50
5002
100

= 2500watt

PEP is average power obtained if the complex envelope is held constant at its maximum
values. i.e. (the normalized PEP) is
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1 . 2
PEP = 5 [max (|5 (t)])]
Since
s (t) = A.cos (w.t + 20 cos wit)
= A, [cosw,t cos (20 coswit) — sin w,t sin (20 coswy t)]
sr(t) 5Q(t)
= A, cos (20 cos wit) cosw.t — A, sin (20 cos wyt) sin w,t
Hence
§(t) = sr(t) +Jsq (t)
= A, cos (20 coswit) + j A, sin (20 cos wt)
Then

15(t)] = \/[Ac cos (20 cos wlt)]Q + [A.sin (20 cos wlt)]2

= A.\/cos? (20 cos wit) + sin? (20 cos wit)

Hence the non-normalized PEP is

= 2500watt

ps. is there an easier or more direct way to find PEP than what I did? (assuming it is

correct,)
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3.10.7 Key solution

EE 773 s |0 .

5-18. l (@) ‘/;{wg
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@ 45 )= ot

B watu= G4 = miy ot ot T My gt costdit
’—ﬂﬂl (1+ o8 20t) T ﬁ&m 2wyt

© - %&L

@ VRGO w,:i |
(B) velt) = &) Ve )

~ 2
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2 2

© v )=+ &_(ZJ;\
(B v, (&) =7 w ()

2
(D) sl = )+t

W\({\—\—&E‘Q
T2 T 2
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s T2 o £ St . 3

—
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3.11 HW 11

Local contents

3.11.1 Problems . .

[3.11.2 Key solution|

This was not collected. Practice problems for class only.
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3.11.1 Problems

Fond. Wand onf,

fo Se—ply

Problems 397

high noise peaks. It is apparent that these false pulses have a finite though small
probability of occurrence when the noise is Gaussian, no matter how small its
standard deviation is compared with the peak amplitude of the pulses. As the
transmission bandwidth is increased indefinitely, the accompanying increase in
average noise power eventually causes the false pulses to occur often enough,
thereby causing loss of the wanted message signal at the receiver output. We thus
find, in practice, that both PPM and PDM systems suffer from a threshold effect
similar to that experienced in FM systems.

Synchronization in Pulse-Time Modulation
Systems

As with PAM systems, synchronization in pulse-time modulation systems is
established by transmitting a distinctive marker per frame. In a PDM system, the
marker may be identified by omitting a pulse, as illustrated in Fig. 7.13(c) for a
PDM system involving three independent message sources. One method of
identifying such a marker in the receiver is to utilize the charging time of a simple
resistor-capacitor circuit to measure the duration of the intervals between dura-
tion-modulated pulses. The time constant of the circuit is chosen so that, during
a marker interval, the voltage across the capacitor rises to a value considerably
higher than that during the normal charging interval. Thus, by applying the output
of the circuit to a slicer with an appropriate slicing level, the presence of a marker is
detected. '

In a PPM system, the marker pulse may be identified by making its duration
several times longer than that of the message pulses, as illustrated in Fig. 7.13(d).
At the receiver, the marker pulses may be separated from the message pulses by
using a procedure essentially similar to that described for the PDM system. In this
case, however, the capacitor is charged during the time of occurrence of each pulse,
and discharged during the intervening intervals. Accordingly, the voltage across
the capacitor reaches its highest value during the presence of a marker pulse, and
the marker pulses are thereby separated from the message pulses.

Problems

\/ Problem 7.1 The signal
g(t)= 10 cos{20rt)cos(200x¢)
is sampled at the rate of 250 samples per second.

(a) Determine the spectrum of the resulting sampled signal.

(b) Specify the cutoff frequency of the ideal reconstruction filter so as to recover ¢(2) from its
sampled version.

(c) What is the Nyquist rate for g{1)?

(d) By treating g(t) as a band-pass signal, determine the lowest permissible sampling rate for
this signal.
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398 puise-Anaiog Modulation

Problem 7.3 The signals
45(1)= 10 cos{ 100mr)

- and

¢,(1) =10 cos(S0xt)
are both sampled at the rate of 75 samples per second. Show that the two sequences of samples
thus obtained are identical. What is the reason for this phenomenon?
Problem 7.3 The signal
g} =10 conl60n)oos>(160xs}

is sampled at the rate of 400 samples per second. Determine the range of permissible cutoff
frequencies (or the ideal reconstruction filter that may be used to recover gir) from its sampled

version.

Problem 7.4 A signal git) consists of two lrequency components f, = 1.9 kHz and f; = 4.1 kHz
in such a relationship that they just cancel each other out when the signal gi1) is sampled at the
instants =0, T. 2T, .. .. where T = 125 us. The signal g(1) Is defined by

¢(ll-un(1lj,l + ;)+ A cos(2rf3t + &)

Find the values of amplitude 4 and phase ¢ of the second frequency component.

Preblem 7.5  Let E denote the energy of a sirictly band-limited signal g(t). Show that E may be
eapressed in terms of the sample values of g(t). taken at the Nyquist rate, as follows
| 2

hud n
£-50. 5 H3v)
where W is the highest frequency component of gl1).
Probiem 7.6  The spectrum of a signal gir) is shown in Fig. P7.1. This signal is sampled at the

Nyquist rate with a periodic train of lar pulses of d 50/3 mill ds. Plot the
P of the pled signal for freq up to 50 hertz.
o
Prodlen?,?" This problem is aimed at the fact that practical electronic switching ‘_
circults wilf not produce a ting fi that lsts of exactly rectangular pulses. Lot

1) denote some srbitrary pulnruh:pe. 30 that the sampling function c{r) may be expressed as

Problems 399

= Y ht—nT)
where T, is the
defined by

pling period. The

pled version of an Incoming analog signal g(1) is

sley=cltigir}
(a) Show that the Fourier transform of s{f) is given by

ot £ o )

where G /)= F[g(0)] and H( ()= F[i)).
(5) What is the effect of using the arbitrary pulse shape A1)?

Problem 7.8 Consider a continuous-time signal g(r) of finite energy. with a continuous
spectrum G(/). Assume that G(/) is sampled uniformly at the discrete frequencies f=kF,.
thereby ob g the of freq Y ples G(kF,), where k is an integer In the entire
range — o0 <k<w, and F, is the frequency sampling Interval. Show that I @it} is duration-
Timited, »o that it ls 2ero outaide the Interval —T' <1< T then the signal is completely definod
by specifying G( /) at frequencies spaced 1/2T hertz apart,

Problem 7.9
(8) Consider a stationary process X(¢) that Is nor strictly band-limited In the band W: that is,
SANBO.  |f]>w

where Sy /) Is the power spectral density of the process. The process X(1) Is applied to an
ideal low-pass filter defined by the transfer function

Lo n<w
"‘”'{o. i>w

producing the process X {t). This process Is next sampled at a rate equal to 2W, producing
the sequence of samples X {n/2W). An approximate reconstruction of the original process

T e

Show that the mean-square value of the sampling error is

&=E[(X()-Y(1)*]
©
-2 I A
w
() Given that
fo
Sl f)m =
f) Fafi
determine the corresponding value of the quare error &, and plot It as a function of
Wifo.
[ Probiem 7.10 Consider a seq of samples x(nT;) obtained by ling a | time
signal xit} at the rate 1/T,. It b» required to | the ling period 7, to a new value

149




3.11. HW 11 CHAPTER 3. HWS

3.11.2 Key solution

EE G4 3 ttep 7 : frepe !

Chapter 7
Pulse-Analog Modulation

Problem 7.1
(a) The signal g(t) is
g(t) = 10 cos(20xnt) cos(200wt)
= 5[cos(2207t) + cos(180wt)]
The Fourier transf‘ohn of g(t) is
G(f) = 2.5[8(f=110) + &(f+110) + &8(f-90) + 6(f+90$]

Hence, the spectrum of the sampled version of g(t), with a sampling period 'l's = 1/250 s,

is given by . +@
- > / % -
1 n é)( ]g
G(f) ==— [ G(f -=) A::-/ 2'-
s Ty neew T JA M =-o0

4
"

250 x 2.5 T [8(f-110-250n) + &(f+110-250n) + &(f-90-250n) + &§(f+90-250n)]

nz-=

(b) The spectra G(f) and GS(” are illustrated below:

G(f)
. l ‘ e e l I . £ (Hz)
~110 -90 ] 90 110
G_(f) ”
.~ Ideal reconstrucétion
K filter characteristic
- Fr——— T~ ——"
C f \
. 1 .
it i T
i |
' ! | £ (Hz)
360 -340 -250 <-160% ! -30 0 %0 ¢ §1e0 250 :uo’ tno
-140 -110 110 140 : 360 390
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r o

EE Tt T s 7 - ST

From this diagram, we deduce that in order to recover. the original signal g(t) from
sa(t). we need to use a low-pass filter with a cutoff frequency that is greater than 110
Hz but less than 140 Hz.

{c) The highest frequency component of g(t) is 110 Hz. The Nyquist rate of g(t) is
therefore 220 Hz. .

(d) The signal g(t) may be viewed as a band-pass signal occupying the frequency interval
90 to 110 Hz, that is,

Z = ffo w= fle-50 = L0

-y |

—

7777
77 é {__4( = //0 =5, 5; :> '4‘{:_5
= W T %

A

. 71?) = a?,)f( = O?X_//&_: 444/912_,
5
Problem 7.2
The spectrum of g{(ts is
G (£) = S[6(£-50) + &(f+50)]

Hence, the spectrum of the sampled version of ‘l(t)’ using a sampling period T, = 1/75 s,

is ’
6.( = 1 eir-Dy
16 T, e | T,
3, -
= §75 I [8(f-50-75n) + &(£+50-T5n)] m
P4 N=—o . -

Next, the spectrum of gz(t) is
G,(f) = 5[8(f£-25) + §(£+25)]

Hence, the spectrum of the sample version of gz(t), using 2 sampling period T, =1/75 s, is

G,g(f) = 375 I [8(£-25-T5n) +8(f+25-T5m)] (2)

Nz~

In the right-hand side of Eq. (2), substitute n = %1 for the first tern.'an(n = m+1 for
the second term, and so rewrite this equation as follows:
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Gzé(f) = 375 I &(f+50-752) + 375 I &(£-50-75m)

Ls—oe m= -

375 I [8(f-50-T5n) + §(£+50-T5n)} ‘ : (3)

Nz—oe

"

We thus find from Eqs. (1) and (3) that the spectra Gls(f) and st(f) are identical. That
is, the sample versions of 31(':.) and 52(t) are identical.

We note that the Nyquist rate of g,(t) is 100 Hz; hence, with a sampling rate of 75
Hz, the signal 31(t) is under-sampled by 25 Hz below the Myquist rate, On the other hand,
the Nyquist rate of gz(t) is 50 Hz; hence, the signal gz(t) 1s over-sampled by 25 Hz above
the Nyquist rate. Thus, although 31(t) and gz(t) represent two sinusoidal waves of .
different frequencies, we find that by under-sampling 31“’) and over-sampling gz(t)
appropriately, their sampled versions are identical. °

Problem 7.3

Express the signal g(t) as .

glt)

10 cos(60xt) c032(1601t)

5 cos(60mt)[1 + cos(320mt)]

5 cos(60xt) + 2.5 cos(380wt) + 2.5 cos(260sxt)

The spectrum of g(t) is
G(f) = 2.5[86(f-30) + &(£+30)] + 1.25[6(f=190) + &(£+190)) + 1.25[6(£-130) + &(f+130)3

The corresponding spectrum of the sampled versionof g(t), using a sampling rate of 800 Hz,
is therefore -

Gl = 7 Gl -2
S N=-= -}

2.508(£-30-400n) + 8(f+30-500n)]

"

o
o
o
™

+ 1.25[8(£-190-400n) + 8(f+190-800n)]
L+ 1.250 §(f-130-400n) + &(f+130-800n)]

The spectra G(f) and Gg4(f) are illustrated below:
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G(f)

P | 1

£ (H2z)
. -190 -130 -30 0 30 130 190
Gs(f) Ideal reconstruction
__________ filter characteristic
==
| I
| |
{1t t onl
' ’ L I : f(Hz)
~430 =370 -270 =210 =190 -130 -30 0 30 130 190 210 270

From this diagram, we deduce that in order to recover the original signal g(t) from its

sampled version, the low-pass reconstruction filter must have a cutoff frequency greater
than 190 Hz but less than 210 Hz.

Problem 7.4
The signal at the sampling instants is:
g(nT) = cos(21f1n'1' + -;—) + A cos(ZIl'znT + ¢§)

=0, n=0, 1, 2, eoe

At n = 0,
®
cos(s) + A cos¢p=0. ) (1)
“Atn= 1,2, ..., with £, = 3.9 kHz, f, = 8.1 kHz, and T = 125 us, we have
cos(0.975nx + %) + A cos(1.025 nx & ¢) = (2)

From (2) and cos(0.975nx + -%) being non-zero, A must be non-zero.

From (1) and R being
non-zero, ¢ must be * -;- Equation (2) then becomes:

~-s31n(0.975n%) + A sin(1.025n%) = 3

Since sin(es) is odd symmetric about nl. X equals 1 and the ambiguous sign 1in

negative. Therefore, ¢ = ;;-.

(3) is
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